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E elastic modulus
f applied shear force on a flow unit
AF free energy of activation (kJ/mole)
G specific gravity of mineral
h Planck's constant ( 6.624 xl0 2J-s)0

k Boltzmann's constant ( 1.38 xlo J/ K)
m slope of log - log t curve ( -Dkn( )/D£n(t))
m fitting constant in SM, AT, modified AT models
n fitting constant in mod. RPT, stress ratio models describing

stress dependence 23

N Avagadro's number (6.02 x0 )
p mean normal stress ( 01+ 03/2)
q shear stress ( ai- a3/2)
Q experimenal activation energy based on strength testing
r2  coefficient of determination
R long range repulsive force
R Unive'sal Gas constant ( 8.30 J/°K-mole)
S number of flow units per unit area
S degree of saturation of pores with water
Si degree of saturation of pores with ice (also Si )
t time
tA time of break A
tM time to the minimum strain rate (min)
t arbitrary ini ial tAme
T°  temperature ( C or K)
u pore pressure (also u
w water content
w unfrozen water content (weight of unfrozen water/weight

u solids)

A tan-jqf /pf
C stress dependence of creep (,n?/,,)
8 fitting constant in SM, AT, stress ratio mcdels
a stress dependence of creep (E = AF - (o)
8 fitting constant in AT, mod. RPT, Andrade models
y fitting constant
Yd dry density
£ strain
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cA strain at break A
cm strain at minimum strain rate
co strain at initial time t
E strain rate
&A strain rate at break A
Em minimum strain rate
Eo strain rate at time to
A indicates break in log e - log t curve; also time of stress

or temperature change in stage test
X displacement of flow unit
V frequency of activation
F friction angle
0 grain size diameter
O sliding friction
*v friction angle at constant volume

specific gravity of ice
G normal stress
0' effective normal stress ( , = - u
al major principal stress ( deviator stress when 03 = 0
03 minor principal stress
0G confining stress
Cc effective confining stress
Of normal stress at failure
GocA octahedral normal stress
ojtt ultimate strength (also Ou)

contact attraactive stress
ar contact repulsive stress
o-temperature (-T in C)
T shear stress
Tf shear stress at failure

ratio of fitted to actual minimum strain rate

(act m ratio of predicted to actual minimum strain rate

( ) ratio of fitted to actual time to minimum
t
( r--) m ratio of predicted to actual time to minimum

1act

16



CHAPTER 1 - INTRODUCTION

Knowledge of the time-dependent stress-strain-strength

behavior of frozen soil is of great importance for civil eng-

ineering construction involving naturally and artificially

frozen ground. This field has received increasing attention

due to the heightened oil-related construction activity in

North America and from the use of artificial ground freezing

for soil stabilization under difficult conditions. Much of

the recent research has centered on empirical engineering sol-

utions rather than theoretically based models, with relatively

little work devoted to the fundamental mechanisms controlling

the mechanical behavior of frozen soils. Among the notable

exceptions to this are the papers by Goughnour and Andersiand

(1968) and Chamberlain et al. (1972), as well as by Sayles

(1974) and Vyalov (1973) , each of which attempted to provide

some fundamental explanation for their observed behavior.

This Report, in a broad sense, attempts to provide a better

qualitative understanding of the mechanics of frozen soil. In

addition, various quantitative models for the behavior are

proposed. Specifically, the Report focuses on the physical

mechanisms controlling the strength and deformation behavior

of frozen soil systems and proposes methods for quantifying

various aspects of creep behavior.

Frozen soil is a complex multiphase system consisting of

soil, ice, unfrozen water and air. In order to properly

understand the mechanics of the frozen soil composite, one must
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first examine the nature and behavior of its various components.

Chapters 2, 3 and 4 summarize the results of an extensive

evaluation of the literature on the mechanics of ice, soil and

frozen soil. Chapter 4 also reviews and evaluates the avail-

ible explanations and models for frozen soil behavior.

Based on the information in Chapters 2 through 4, Chapter

5 presents a physical model developed to provide a qualitative

picture of the principal physical mechanisms controlling the

time-dependent strength-deformation characteristics of frozen

sand. Some conclusions are made concerning the validity and

relative importance of the proposed mechanisms by drawing upon:

(a) the previously described synthesis of the known behavior

of frozen soil systems, (b) data obtained from the extensive

creep testing program performed on Manchester Fine Sand (Mar-

tin et al. 1981), and (c) results from creep tests conducted

on glass beads of various sizes which were made wetting or non-

wetting. The resulting probable mechanisms of strength and

deformation are discussed in Chapter 5. Appendix A presents

details of the testing procedures and results of pertinent creep

tests carried out on the glass beads, MFS and ice, together

with the accompanying support data on the glass beads.

While these qualitative models of deformation and strength

should be considered in any theoretically based constitutive

relationship, it was not possible to incorporate this knowledge

into proposed new quantitative creep models. Instead, emphasis

was placed on developing relatively simple empirical models for
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fitting and predicting important aspects of creep behavior,

specifically the minimum strain rate, M P and the time to the

minimum strain rate, t m New simple creep models capable of

describing the strain - time behavior from the primary through

the tertiary stages of creep are proposed and evaluated for

saturated and partially saturated frozen sand. These quantita-

tive models are described in Chapter 6 and are developed in

greater detail in Appendix B. Both Chapters 5 and 6 contain

suggestions for additional avenues of research for qualitative

and quantitative modelling. The summary and conclusions for

Chapters 5 and 6 are reiterated in Chapter 7.
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CHAPTER 2 -REVIEW OF THE NATURE AND MECHANICS OF ICE

2.1 Nature of Ice

Ice forms an important, possibly controlling, structural

component of the frozen soil system. At temperatures between

o 0 C and -130 0O and at ordinary pressures, the thermodynamic-

ally stable form of water is Ice Ih (see Figure 2.1). Overall,

this ice is slightly less dense than liquid water, with a spec-

ific gravity of about 0.91, and hence has a greater average

molecular spacing than the liquid phase. The crystal structure

of ice Ih is distinctly planar with H 20 molecules forming puck-

ered sheets consisting of hexagonal rings, as shown in Figure

2.2. The plane of the sheets is termed the basal plane, with

the axis perpendicular to this plane called the c-axis.

Slip occurs most readily along the basal plane, referred

to as basal or easy glide. Slip not along these planes, term-

ed non-basal or hard glide, can only be induced at stresses

greater than ten times that for easy glide (Higashi 1969).

One such nonbasal mechanism is dislocation climb, in which a

line defect climbs from one glide plane to the next. However,

it has been shown that when attempts are made to produce slip

in nonbasal plane directions, the ice often fractures before

slip occurs (Gold 1962, 1966(b) , Weeks and Assur 1969).

As with most crystalline solids, ice does not necessarily

form under favorable thermodynamic conditions. Nucleation

is first Lequired, possibly with t-he aid of existing ice crys-

tals, chemical impurities or foreign particles. Nucleation
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may also be induced by mechanical agitation, sonic waves or

electrical fields. if no foreign particles or pre-existing

ice are present, then pure water can undergo a great deal of

supercooling before ice forms. Experimentally, temperatures
0

as low as -40 C have been obtained before homogeneous nuclea-

tion occurred. However, if foreign particles or ice are pre-

sent, heterogeneous nucleation occurs at temperatures far clo-

ser to 00C.

Ice typically exists in nature in polycrystalline form.

The various types of naturally occurring ice have been des-

cribed and classified by Michel and Ramseier (1971). One

common form is granular or snow ice, which is associated with

freezing under turbulent conditions and the freezing of

slush. The individual grains in snow ice are roughly eqrui-

dimensional and randomly oriented, resulting in generally

isotropic mechanical behavior. Because of the polycrystalline

nature of such naturally occurring ice systems, the deformat-

ional mechanisms are vastly different from monocrystalline ice.

The nature of ice in frozen soils is generally not well

known. While it is possible to distinguish between general

types of frozen soil structures (Tsytovich 1975) , such as

fused, laminar and cellular, details of the nature of the

ice in frozen soil are difficult to obtain. For example, the

relative hardness of soil particles compared with ice makes it

very difficult to obtain clean thin sections (Rein and Sliepce-

vich 1978). However, some thin section data by Gow (1975) for

23



a silt-ice system appear to indicate that pore ice is poly-

crystalline in nature.

Nevertheless, it is possible to infer that the nature of

this ice and the structure of the frozen soil system are depen-

dent on:

(1) soil properties, such as pore size, grain size, permeab-

ility, specific surface area, surface activity and surface charge,

(2) pore water properties, such as degree of saturation and

amount of impurities, and

(3) nature of the freezing process, such as magnitude of the

freezing temperature and rate of freezing relative to the rate

of possible pore water migration in the soil.

It is generally accepted that a liquid-like layer of un-

frozen water exists at the ice to soil mineral interface.

Strong indirect evidence suggests this interfacial water

to be fluid and continuous. This evidence includes observed

solute movement under an electrical field, conductance meas-

urements within samples of frozen soil and ion diffusion (An-

derson 1968) . Corte (1962) also observed that ice growing

upward can carry soil particles "floating" on the surface of

the freezing front. This observation suggests that a thin

layer of unfrozen water exists around the soil particles,

whose molecules are constantly replenished by the water in the

adjacent reservoir (see Figure 2.3).

The total amount of unfrozen water content for a given

soil can be determined by a variety of methods, such as dila-
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tometry, adiabatic calorimetry, x-ray diffraction, heat capa-

city, differential thermal analysis and nuclear magnetic

resonance. The results obtained from different methods on

similar soils yield reasonably consistent values (Anderson

and Morgenstern 1973). For each soil, the amount of unfrozen

water typically decreases between O0and about -50C. At lower

temperatures, the amount of unfrozen water rtmains approxim-

ately constant but is finite and appreciable in quantity.

If all of the unfrozen water at low temperatures exists

in this soil interfacial layer, then the thickness of this

liquid-like layer equals the unfrozen water content, w u, div-

ided by the specific surface area, SSA, of the soil. Based on

data for several soils (Anderson and Tice 1972, Tice et al.

1978) , this procedure yields estimated thicknesses in the tens

of Angstroms, as seen in Table 2.1. However, recent work by

Martin, Ting and Ladd (1981) indicates that a significant por-

tion of the total unfrozen water may in fact be associated with

the ice phase, rather than solely with the soil particles.

Consequently, the computed thicknesses of the unfrozen water

films in Table 2.1 represent upper bounds.

The nature of the ice in frozen soil is undoubtedly influ-

enced by this unfrozen water layer, together with other struc-

tural factors such as the nature of the freezing process and

Soil structure. For example, the nature of the freezing process

in a soil system determines the location and structure of the

ice within the pores. Although the exact mechanism of freez-
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estimated unfrozen +

2 w UM layer thickness (AO)
SOIL TYPE SSA(m /g) T=-1 0C T=-10 C T=-IC T=-IOC

West Lebanon Gravel
<i001A 18 3.82 0.87 21.2 4.8

Fairbanks Silt 40 4.81 2.27 12.0 5.7

Dowfield Silty Clay 50 10.35 2.52 20.7 5.0

Kaolinite 84** 23.80 10.30 28.3 12.3

Suffield Silty Clay 140 13.92 6.75 9.9 4.8

Hawaiian Clay 382 32.42 18.53 8.5 4.8

Wyoming Bentonite 800t 55.99 28.66 7.0t 3.6t

Umiat Bentonite 800t 67.55 30.66 8.4t 3.8"-k

Manchester Fine 0.1t 3.33ttt 1.57ttt - -

Sand

+upper bound values
*SSA and w from Anderson and Tice (1972); SSA mainly from direct ethylene

u

glycol retention measurements or grain size Dnmputations from method des-
cribed by Dillon & Andersland (1966); w using isothermol calorimetry.

u
**Mitchell (1976) oreports SSA for Kaolinite as 10-20 m 2/g; this gives a
thickness of 159A at -1 0 C and 69A at -10*C.

tValues of SSA are secondary values; for primary SSA (with domain formation),
Mitchell (1976) gives 50-120 m 2/g; this results in a lOx increase in un-
frozen layer thickness.

i'fComputed from grain size curves using method by Dillon and Andersland (1966),
without due consideration of any clay fraction.

ttlw from Tice et al (1978) using pulsed NMR techniques.u

Table 2.1 - Unfrozen Water Content and Estimated Film
Thickness in Various Soils.
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inq is not fully understood, considerable insight can be ob-

tained by studying the nucleation phenomenon as viewed in

cloud physics, as well as the mechanism of frost heaving in

soil. Details of the results from such studies are presented

later in this Chapter.

Generally, the results from such studies indicate that ice

nucleates initially in areas away from the silicate surface,

probably adjacent to the adsorbed water layer (Anderson 1968).

This information, together with the thin section data on a

silt-ice system, suggest that the ice in a frozen soil is

polycrystalline in nature and exists within the pores of the

soil adjacent to the adsorbed water layer, not directly in

contact with the soil particles. This topic will also be

discussed in greater detail later in this Chapter.
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2.2 Mechanics of Ice

Although the mechanical behavior of ice is similar to that

of most crystalline materials, ice is unusual in that it com-

monly occurs in nature at temperatures near its melting point.

Consequently, the bulk of engineering and scientific interest

centers on the behavior of ice at very high homologous temper-

atures. The effect of temperature in the typical range of

interest (0 0 to 26OC is very important because of its large

influence on the deformational mechanisms and amount of unfro-

zen water present.

Ice exhibits a very time dependent mechanical behavior;

it will creep continuously under very low deviatoric stress

levels but presumably possesses a finite, albeit small, limiting

longterm strength. Typically, the multiplicity of experimental

problems which occur with longterm testing of a frozen material

limits the effective length of time over which a test can be

carried out. As a result, the actual limiting longterm

strength of ice remains unknown.

In addition, the behavior of ice is very dependent on the

level of applied stress or strain rate. At sufficiently high

levels of either, brittle failure modes can be induced, whereas

at lower levels, apparently ductile failures occur. The struc-

ture of the ice also greatly affects its mechanical behavior.

Depending on the nature of the granular structure of the ice,

the overall sample behavior can be isotropic or anisotropic,

with widely varying rates and modes of deformation.
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To better understand the mechanical behavior of ice,

researchers have used a variety of different tests. These

include uniaxial (unconfined) and multiaxial compression and

and tension tests, Brazil (diametral compression), indentation

and beam tests, and ring shear and torsion tests. Of these,

the most common are the uniaxial compression and tension tests.

Multiaxial testing (such as triaxial, plane strain and biaxial)

has recently increased as experimental techniques and apparati

become increasingly sophisticated. The remaining tests each

have the advantage of convenience, but possess serious inter-

pretation problems.

While it is desirable to formulate one generalized equation

of state relating strain rate, stress, temperature, deformation,

time and structural parameters, this has not yet been accomp-

lished. Instead, an arbitrary division between strength and

deformation is usually made. Typically, strength data are

generated from strain or stress rate controlled tests. Time

dependent effects and long term strengths are usually deter-

mined from constant load creep tests. In addition, various

rheological models of creep have been evaluated from stress

relaxation, stress stage and temperature stage tests.

In order to examine the mechanics of ice, the mechanisms

of deformation in ice mono- and polycrystals will first be

presented. Then, the strength and deformation behavior of

ice will be discussed, together with the effects of various

factors such as temperature, stress system, strain rate, im-

30



purities and structure. Attempts at quantifying this behavior

are also presented.

2.2.1 Mechanisms of deformation

A variety of deformational mechanisms occur in polycrys-
talline ice. The relative importance of each depends on the

applied stress or strain rate, temperature and ice structure.

The mechanisms may be loosely grouped into the following

categories.

(i) Microcreep (movement of defects). At low temperatures,

stress and strain rates, the movement of point and line defects

are important mechanisms of deformation. These mechanisms

include the diffusion of point vacancies and defects, and the

dislocation of line defects along basal and nonbasal directions.

These mechanisms dominate below about -100 C and 0.50 MPa

(Shoji and Higashi 1978). At higher temperatures and stresses,

these mechanisms are probably still present, but no longer as

rate-controlling processes.

(ii) Microcracking. At stresses or strain rates slightly

higher than present in (i), microcracking can occur. This

cracking results from dislocation pileups at the grain boun-

daries and stress concentrations within the crystal due to

defects or impurities. These cracks are primarily transcrys-

talline and intercrystalline in nature and usually involve

only one or two grains at a time (Gold 1966(b), 1970, Hawkes

and Mellor 1972). This mechanism is essentially a brittle
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phenomenon, but can result in an overall behavior which is

ductile in appearance. This mechanism is considered to be the

primary deformational mechanism for ice, and can be detected

by viewing the ice sample through crossed polarizers and by

pickup of the accompanying acoustical emissions. For poly-

crystalline snow ice, Hawkes and Mellor (1972) report that

initial cracking activity occurs at between 2 and 4 MPa at

-7°C, while Gold (1977) reports that cracking occurs at stresses

above about 1 MPa.

(iii) Grain boundary effects. These include grain boundary

sliding, formation of unfrozen water at the grain boundaries,

grain boundary migration and growth, and pressure melting and

surface regelation. In the region above -10°C, Barnes et al.

(1971) suggest that the first four grain boundary mechanisms

may occur. Above -30 C, pressure melting and surface regela-

tion are also present at the grain boundaries.

Based on data from various sources, it is possible to

construct a deformational mechanism map for a given ice as a

function of stress level, temperature and strain rate. Such a

mechanism map is shown in Figure 2.4 as constructed by Goodman

(1977) for polycrystalline ice.
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2.2.2 Strength of Ice

The most common tests employed for determining the

strength of ice are the uniaxial unconfined compression and

tension tests. Due to the importance of strain rate and

temperature on strength, these are usually the test parameters

varied in any test program. However, the apparently minor

testing details such as end restraint conditions and end cap

compliance, sample shape and aspect ratio often affect the

results. The same applies to the sample variables such as the

nature of the ice structure, grain size and the type and amount

of impurities. These typically cause a large scatter in strength

values and make it difficult to compare data from different

researchers.

Results from deformation rate controlled compression tests

on bubbly snow ice at -9.50 C reported by various researchers

are plotted in Figure 2.5 and indicate a strong dependence of

the uniaxia1 compressive strength on the applied strain rate.

The exact numerical value of this dependence at a given tem-

perature varies with the test proceddres used, as well as the

strain rate level.

Similarly, the uniaxial compressive strength of ice exhibits

a large temperature dependence. As before, difficulty exists

in attempting to determine the exact numerical value of this

dependence, as the strength values at each temperature are

functions of the applied deformation rate, testing apparatus

and the nature of the ice specimen. Kovacs et al. (1977)
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estimate the temperature coefficient of uniaxial compressive

strength for snow ice to be about 0.076 MPa/°C in the range

-20°to -400 C, based on data from several researchers. Data

from Goughnour and Andersland (1968) indicate a rate of in-

crease of ice strength of 0.14 MPa/°C between -40 and -120 C at

an applied strain rate of 4.4 x 10 -6 /sec. Data from Haynes

(1978), plotted in Figure 2.6, indicate rates of increase of

about 0.7 MPa/0 C for the relatively high applied strain rates

of 2x10 -3 and lxlO - I /s. This variation in the reported tem-

perature coefficient of ice strength can be attributed to

several factors. For example, it is possible that past at-

tempts at high strain rate tests resulted in lower strength

values due to problems with sample alignment and end restraint;

the more recent data of Haynes (1978) suggest that the previous-

ly thought drop-off in strength at the large strain rates may

not exist.

The various types of naturally occurring ice each possess

slightly different strength and deformation behavior. Of the;e,

polycrystalline granular (snow) ice is probably the most repres-

entative of the ice in frozen soil. Figure 2.7 illustrates typ-

ical stress-strain curves for snow ice at -9.50 C subjected to

unconfined compression at fairly low strain rates. These curves

indicate a typically ductile behavior, with peak strengths at

around I% axial strain.

The effect of impurities depends on their type and amount.

Work by Peyton (1966) on the compressive strength of single
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crystals of sea ice indicates that as the brine volume increases,

the strength decreases. The effect of particulate impurities

contrasts with that of chemical impurities. Goughnour and

Andersland (1968) found that the peak strength of 20-30 Ottawa

sand imbedded in a polycrystalline ice matrix increases with

increasing sand concentration, as shown in Figure 2.8. Above

a critical level (42% in the case of Ottawa sand) , the rate

of increase of strength rises sharply, most likely due to dir-

ect interaction between the sand grains. In effect, the sand-

-ice mixture becomes a frozen soil, rather than impure ice.

Volumetric measurements during shear confirm this hypothesis

as they indicate that the samples above this level dilate

similar to dense unfrozen sand.

Unlike the behavior of ice under compressive loading, the

tensile strength of ice is almost independent of temperature

and strain rate above 10 /see, although a slight increase

in strength does occur with decreasing temperature. Failure

is essentially a brittle event, with little evidence of internal

cracking prior to fracture and separation. The results of var-

ious researchers indicate that bubbly snow ice with an average

grain size of 1 mm has an uniaxial tensile strength of about

2 MPa in the temperature and strain rate ranges of interest.

Note that this value is lower than for compressive loading

under the same conditions.

As with compressional behavior, the presence of impurities

can influence the tensile behavior of ice. Of the various
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chemicals in a study by Nakumura and Jones (1973), only HF

demonstrated any significant effect on the observable behavior

o -6of the ice. At -110C, an applied strain rate of 1.6x10 -

and with a 0.8 ppm concentration, the observed peak strength

for the HF-doped ice was about half that of the pure ice crys-

tal. Jones and Glen (1969(b)) also reported similar trends.

While the bulk of conventional strength testing in ice has

used uniaxial (unconfined) loading, some workers have studied

the influence of confining stress. Figure 2.9 plots data from

Haynes (1973), Sayles (1974), Smith and Cheatham (1975) and

Jones (1978). The triaxial compression data, when considered

collectively, indicate an initial increase in strength with

confining stress up to a maximum. Jones (1978) reports that

above a confining stress of about 40 MPa, the strength decreased

with further confinement.

At the lower stresses, confinement reduces cracking activ-

ity and compresses any existing air bubbles. Jones reports

that for his tests at 0.1 MPa and 33.5 MPa carried out to 60%

true strain, the sample at atmospheric pressure was very highly

cracked, opaque and chipped, whereas the high pressure sample

was uncracked and even clearer than at the start of the test.

At the higher confining stresses, localized pressure melting

probably explains the measured decrease in compressive strength

with increasing confinement. Global pressure melting, assoc-

iated with the water-ice phase transition, is expected above

a confining stress of about 110 MPa at -100 C.
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Triaxial tensile testing results from Haynes (1973), also

plotted in Figure 2.9, were used to indicate that polycrystal-

line ice follows neither the Mohr-Coulomb nor Griffith's fail-

ure criteria.

Frederking (1977) carried out plane strain tests on colum-

nar and qnow ice. For polycrystalline snow ice, his data

indicate little difference between uniaxial and plane strain

strengths as a function of strain rate.

Other tests that have been used to test ice in the labora-

tory and field include the Brazil (diametral compression),

ring tension and beam tests. Each of these possess

severe interpretaton problems, associated with non-uniform

stress states, large stress gradients, and the use of elasticity

theory for a non-elastic material. Consequently, they are not

valid as accurate strength tests, but should be regarded as

strength index tests at best.
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2.2.3 Ductile-to-brittle transition

According to the classical descriptions of mechanical

behavior, ductile failure occurs after appreciable plastic

deformation, whereas brittle fracture occurs after little or

no plastic deformation. While it is not clear what amount

of plastic deformation constitutes "appreciable" plastic

deformation for ice, it is possible to qualitatively differ-

entiate between these types of observed failures. The transi-

tion from ductile to brittle behavior for the shear of poly-

crystalline ice has been noted by various workers, and is use-

ful in defining a reference strength for a given deformational

mode, ie. ductile behavior.

In tension, Gold (1977) states that this transition occurs

abruptly at the strain rate which does not allow sufficient

time for dislocations to contribute significantly to the

strain prior to the initiation of fracture.

For compressive loading, the ductile to brittle transition

is much more gradual. While many researchers have discussed

a ductile yield to brittle fracture transition zone, it is

often difficult to ascertain the criterion used to determine

this transition in each case. In the range of compressive

stresses and strain rates of engineering interest, the pri-

mechanism of deformation, cracking, is a brittle event. How-

ever, the overall behavior is ductile for ice loaded in uni-
-3

axial compression at reasonably low strain rates (below 10

/s). Shear zones develop in areas approximately parallel to
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the planes of maximum shear stress. This is usually assoc-

iated with a barrelling failure (Gold 1970). However, if the

ends are laterally restrained, cataclastic failure usually

results, with conical wedges retained at the ends (Hawkes and

Mellor 1972). At high applied strain rates, more abrupt fail-

ures occur, usually by the formation of a fault zone with

little plastic straining.

Based on the observed change-over in overall stress-strain

behavior, Gold and Krausz (1971) quote a ductile-to-brittle

transition at about 2x10 -4 /s for a type of columnar-grained

ice. It should be noted that granular ice does not exhibit well-

defined overall brittle behavior due to its inherent structure.

At comparable strain rates, Gold and Krausz were not able to

obtain brittle mechanical behavior for granular ice. It is

possible that at higher strain rates, a change in mechanical

behavior can be observed; however, data from Hawkes and Mellor

(1972) indicate that even at 2x10- 3 /s, a substantial amount

of ductility still exists. Consequently, it may be difficulty

to determine a ductile-to-brittle transition for granular ice

based on an observed change-over in mechanical behavior.

By observing the failure mode, one can also attempt to clas-

sify the behavior as brittle or ductile. Gold (1970) reported

that brittle failure occurred by the abrupt development of a

fault zone, while ductile failure was associated with barrelling

or of the development of zones of crack concentration. In prac-

tice, however, it may be difficult to discern the different
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failure types. As the applied strain rates increase, the times

to failure decrease, as does the ability to identify the failure

mode. Also, it is sometimes difficult or impossible to determine

the exact mode of failure based on the remains of a ruptured

sample.

When the ends are not laterally restrained, failure may

occur by axial cleavage. In this case, the remains of the

failed specimen differs greatly from one which failed by a

ductile mode, and this can be used to differentiate between

the failure modes. However, it is not altogether clear whether

axial cleavage necessarily represents a truly brittle event

characteristic of the ice sample. Instead, it may merely

reflect the amount of restraint provided at the ends and the

nature of the contact stresses at the platen/sample interface.

Hawkes and Mellor (1972) took this position and disregarded

all of their data exhibiting axial cleavage.

Hawkes and Mellor used a third method for determining the

ductile-to-brittle transition. Basing their criterion on the

belief that strength initially increases with strain rate,

then reaches a maximum at the ductile-to-brittle transition,

and thereafter possibly decreases to some asymptotic limit

for very high strain rates, they plotted their peak strengths

against applied strain rate. Because of the apparent maximum

in strength at about 10~ /s, this was cited as possibly being

the ductile to brittle transition zone. However, preliminary

data from Haynes (unpublished) seem to indicate that no
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drop-off in strength or in strength increase with increasing
-l

strain rate occurs at strain rates up to 10 /s.

Slight errors in sample alignment and deficiencies in end

restraint become magnified at higher strain rates. Also, exper-

imental difficulties exist with measurement, loading and control

systems. Consequently, some researchers have reported decreases

in strength at high strain rates which subsequently disappeared

with improved testing techniques.

With all of this uncertainty, it is difficult to arrive

at a unique ductile to brittle transition value for a given ice

type based on the results of different researchers. For columnar-

grained ice, Gold and Krausz (1971) report the beginning of the

transition at 2x10 3 /s, with the transition for granular ice

probably at a higher rate. Jones (1978) observed a change in

-3
mechanical behavior for granular ice at 10 /s, together with

a measured slope change in the peak strength vs. strain rate

plot at this strain rate. With a 33.5 MPa confining stress,

however, this transition disappeared, as the cracking activity

was suppressed and only ductile behavior resulted. Neverthe-

less, a fairly consistent ductile-to-brittle transition zone

has been reported for granular ice tested in unconfined com-
-3

pession by various researchers at a strain rate of 10 /s.
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2.2.4 Deformation of Ice

Ice exhibits significant instantaneous recoverable (elastic)

deformation as well as instantaneous permanent and recoverable

time-dependent deformations under load. By far the greatest

portion of the total deformation, however, is the time-dependent

irrecoverable deformation. Typically, polycrystalline ice under

constant stress exhibits a deformation-time behavior similar

to that shown in Figure 2.10(a). Classically, the initial or

primary stage of creep denotes decreasing strain rate, the sec-

ondary or "steady state" stage reflects a constant strain rate,

and the tertiary stage an increasing strain rate. The tertiary

stage of creep terminates by the failure of the sample due to

"creep rupture". As will become evident, in most cases the sec-

ondary stage is not a "steady state" condition, but merely a

point of inflection in the strain-time plot. This is partic-

ularly evident when the data are plotted using log strain rate

and log time, as in Figure 2.10(b).

Creep deformation behavior exhibiting all stages of creep

is typical also of monocrystalline ice constrained to deform

in hard glide orientations (Butkovich and Landauer 1959, Hig-

ashi 1966). For monocrystalline ice deforming along basal

planes, recent data indicate that primary (strain hardening)

creep is also present at strain levels less than 0.25% (Ramse-

ier 1971).

Almost all of the mechanisms of deformation described in

Section 2.2.1 on deformational mechanisms exhibit some time dep-
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endence. Point and line defect motions are controlled by time

dependent diffusion and dislocation processes. Grain boundary

sliding may involve viscous shear mechanisms. Formation, trans-

port and regelation of unfrozen water requite time dependent

liquid transport and heat flow. Cracking, while itself not a

time dependent phenomenon, is the result of a time dependent

buildup of dislocations at the grain boundaries and other points

of stress concentration. Only the limited elastic compression

and extension of the ice crystal lattice itself might truly be

considered to be time independent phenomena.

Of these deformational mechanisms, some tend to soften the

structure of the ice crystal, while others tend to harden the

crystal. In a single crystal of pure ice, dislocation and

point defect motion along the basal planes will marginally

reduce the strength of the crystal by reducing the number of

bonds acting along a given glide plane. Similarly, at higher

stresses, microcracking in a pure ice monocrystal would also

decrease the sample strength and cause an increase in the

observed strain rate.

For monocrystals which possess impurities or are constrained

to deform in hard glide, however, strain hardening does occur.

The presence of certain chemicals, such as NH 3, or particulate

impurities serves as a barrier to dislocation motion, resulting

in a strain hardening behavior (Jones and Glen 1969(b), Hooke et

al. 1972). Tensile tests of ice monocrystals which were oriented

so that the resolved shear stress on the basal planes was zero
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indicated that strain hardening occurs only when hard glide

motion is induced (Butkovich and Landauer 1959, Higashi 1966).

This phenomenon has been reported in the metallurgical litera-

ture and is a feature exhibited by crystals with fewer than

five slip planes, such as zinc (Freudenthal 1950). For ice Ih,

with only one glide plane and hence two slip directions, non-

basal defect motion results in distortion in the crystal struc-

ture. This leads to a more energetic structure which actually

resists further defect movement. It can be inferred that a

monocrystal with limited slip directions which deforms in

other than these preferred directions is in actuality no longer

a single crystal. If these sites of hard glide are thought of

more as grain boundaries, then the hardening effect is easier

to visualize. In each case, lattice mismatches in adjacent

ice "crystals" result in a zone of reduced defect motion.

For polycrystalline ice, the processes in the monocrystal

are combined with the effect on the grain boundaries. As pre-

viously mentioned, the effect of the granular structure is to

induce deformational mechanisms other than easy glide. These

include hard glide, accomodation cracking, crystal reorientation

and grain boundary phenomena such as sliding, pressure melting

and grain boundary migration. Of these mechanisms, most tend

to weaken the resistance of the structure to shear. Reorgan-

ization of the crystal structure in individual grains due to

an imposed stress, such as the melting of ice in high stress

zones, liquid transport and resulting recrystallization at low-
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er stressed regions tend to result in crystals more favorably

oriented to easy glide. Microcracking, as in monocrystals,

serves to relieve stress concentrations but also results in a

weakened structure, with possibly new points of stress concen-

tration.

While strengthening of the ice can occur by the healing

of microcracks due to the formation of new bonds across the

cracks, the major sources of strain hardening occur from the

presence of grain boundaries and impurities in the ice. As

already stated, each of these has been shown to individually

cause apparent strain hardening in ice. Their combined effect

results in considerably reduced creep behavior in polycrystal-

line ice compared to monocrystalline ice.

However, this apparent stengthening of the ice is done at

the expense of the creation of additional stress concentrations

in zones along the grain groundaries, around impurities and at

the sites of major defects in the ice crystals. These zones

of stress concentration serve as sites for the various strain

softening mechanisms previously described, such as cracking,

melting and grain boundary reorientation.

Consequently, the typical observed creep behavior of poly-

crystalline ice under constant stress can be explained as

follows.

As the load is applied, elastic deformation of the crystals

occurs, along with some cracking at initial points of stress

concentration. Due to the granular structure of the ice,
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hard glide mechanisms are induced in the ice. Easy glide

mechanisms, while tending to soften the ice structure are

not sufficient to be rate controlling. Instead, the rate

of defect movement across grain boundaries and along hard

glide directions tends to control the rate of creep. As a

consequence, the strain rate decreases with time during this

period. However, as deformation continues, stress concen-

trations build up at the grain boundaries, impurities and

at large defects in the ice crystals. These serve to initiate

softening mechanisms, primarily microcracking. when suffic-

ient weakening of the overall structure occurs, the strain

rate increases, resulting in accelerating creep. Rupture

finally occurs when the sample is sufficiently weakened so

as to be incapable of supplying the shear strenqth necessary

to resist the applied load.

This hypothesis is supported in part by crack density and

acoustical emissions studies such as carried out by Gold (1972).

Preliminary results by St. Lawrence and Cole at CRREL indicate

that the rate of acoustical emissions is proportional to the

strain rate. Initially, some emissions are observed upon load-

ing; thereafter, emissions activity decreases, until, at some

point, acoustical activity increases corresponding to an inc-

rease in the strain rate.

From this treatment of the subject, it is clear that one

unique deformational mechanism does not appear to control the

creep of ice during the entire time period from initial load-
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ing to final rupture. Instead, one would expect that the strain

rate at any given time to be an aggregate of the strain rates

due to numerous mechanisms. This is particularly true at the

higher stressea, when more mechanisms occur in a short period

of time. Consequently, the existence of a "steady state"

stage of creep which corresponds to one unique dominant mech-

anism during secondary creep is considered to be unlikely.

While ice is known to creep continuously at fairly

low stresses, it is not known if there exists a stress below

which the creep rate of ice will not eventually accelerate.

This problem concerns the existence of a limiting long term

strength (LLTS) for ice. Typically, experimental problems

with maintaining stress, temperature, sample quality and prec-

ision measurement systems over extended periods of time pre-

clude valid longterm tests on ice at sufficiently low stresses.
0

Lile (1977) reported uniaxial test results at -10 C which

reached an observed minimum strain rate in 15 hr. at 0.6 MPa

octahedral shear stress, but which did not reach a minimum

(ie. it continued to decelerate) after 2000 hr at 0.005 MPa.

Kuo (1972) reported that tests on fine polycrystalline ice at

-4.5°C and 0.69 MPa axial stress increased in creep rate after

40 hr.

Studies on the effect of temperature on the creep of ice

by many workers, such as Glen (1955), Mellor and Smith (1966

(a),(b)), Mellor and Testa (1969(a)) and Barnes et al. (1971),

have shown that the creep rate of ice is very temperature sen-
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sitive, especially above -100C. Barnes et al. postulate that

for low stresses, microcreep mechanisms such as point and line

defect movements dominate below -10 0C, while above this, grain

boundary mechanisms are important. Above -3 0C, pressure mel-

ting and recrystallization become significant.

Typically, the quoted strain rate at a given temperature

and stress level is the observed "secondary" (minimum) strain

rate. However, due to the previously cited problems concerning

longterm testing of ice, the experimental minimum strain rate

is often unavailable, particularly at lower stresses. Conse-

quently, attempts at estimating the minimum strain rate have

been made by empirical methods such as the use of the Andrade

equation (Glen 1955, Barnes et al. 1971, Hooke et al. 1972,

Baker 1978), or use of the strain rate at a specified strain

level. Since the use of the Andrade equation for prediction

of the minimum strain rate has been shown to be unreliable

(Ting and Martin 1979) , the results of analyses using this

method should be viewed with caution. Also, from the previous

discussion of the mechanisms of deformation, the minimum strain

rate m probably does not represent a true "steady state"

condition for a sample at a given temperature and stress level.

However, in spite of these drawbacks, the bulk of the exist-

ing analyses of the temperature dependence of the creep of

ice involve the use of this "secondary" strain rate. These

analyses of the temperature dependence have also involved the

assumption that the deformational processes in creep are ther-



mally activated. By the use of the Rate Process Theory, various

values of the apparent activation energy of deformation have

been computed. Details of such analyses are discussed later

in this Chapter.

Hooke et al.(1972) and Goughnour and Andersland (1968)

studied the effect of varying quantities of particulate impur-

ities on the creep and strength of ice. Hooke et al. found

that within the scatter of their data, as the amount of sand

increased, the creep of the ice-sand decreased. Since tertiary

creep was not achieved in each test, the minimum strain rate

H = 0) was not observed. Instead, the "secondary" strain

rates were approximated by the minimum values achieved during

each test. These values are plotted in Figure 2.11 against

sand fraction. From these results, the estimated minimum

strain rate decreased considerably from 3x10 -8 to 1.5x10-9 /s

from pure ice to ice with 0.35 volume fraction of sand. This

result is closely related to that of Goughnour and Andersland

(1968) from Figure 2.8 where their peak strengths increased

with increasing sand concentration. Above 0.42 sand volume,

their data indicate a considerable increase in peak strength

corresponding to the change in structure from a sandy ice to

a frozen soil where the particles are in contact.

The effect of the grain size of ice on creep has been ex-

amined by Baker (1978), Goodman (1977) and others. Above a

grain size of 1mm, the secondary creep rate increases approx-

imately with the square of the grain size, as shown by Sherby
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(1962) for the creep of coarse-grained metals at high homolo-

gous temperatures. This result is to be expected, since the

specific surface area decreases with increasing grain size.

Since the grain boundary alone has been shown to decrease the

creep in ice (Homer and Glen 1978), one would expect that

when the grain boundary surface decreases, the strain rate

increases. Below 1mm, however, Baker indicates that the

strain rate increases markedly with decreasing grain size.

This controversial result has been disputed (Hooke et al.

unpubl.) and is currently the subject of ongoing research at

USA CRREL.

Various other experimental observations have been made

concerning the creep of ice. Among these is the so-called

"correspondence principle" between constant stress creep tests

and constant strain rate strength tests. By plotting the peak

strength against applied strain rate from a strength test

together with the minimum strain rate against applied stress

in a creep test, Hawkes and Mellor (1972) observed that a

smooth transition occurred between creep and strength test

results. This correspondence has been implicitly assumed by

by other researchers, without explicit justification. However,

this correspondence does appear to have an experimental basis,

as shown in Figure 2.12 by Gold (1977). This correspondence

has also been shown to be valid, within limitations, for frozenI
soil by O'Connor and Mitchell (1978). To account for the slight

discrepancies in the applied stress/minimum strain rate and peak
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strength/applied strain rate values between the two tests, they

postulated that the unifying factor was the applied strain

energy in each test.

Preliminary results from an extensive study of this cor-

respondence principle carried out at USA CRREL using constant

stress creep tests, constant strain rate strength tests and

multimodal tests appear to confirm its validity for polycrys-

talline snow ice.

A power relation has been observed for ice between the

minimum strain rate and the time to this minimum strain rate

(Jacka, in Lile 1977). By plotting creep data on double log-

arithmic scales, the linear relationship between minimum strain

rate and the time to minimum is clear (see Figure 2.13(a) and

(b)). This relation has also been observed in unfrozen clays

(eg. Campanella and Vaid 1972, Mitchell 1976) and frozen soils

(Martin, Ting and Ladd 1981). While this relation appears to

be prevalent in many materials, very little work has been

carried out to determine the theoretical basis for this beha-

vior. A possible explanation is presented in Chapter 5.

Finally, an unusual but often observed phenomenon in the

creep of ice has been a jerky, step-like movement at low creep

rates (Baker 1978 and Kuo 1972). This may be due to sticki-

ness in the loading system at cold temperatures, an error

band due to the measurement system, a consequence of a small

sample size in combination with very low strain rates, or it

may be due to an actual slip-stick deformation in the ice.

60



I I I ii

i0-6  -50 ,1.OMPa-180, 1.2MPa ICE= i 'by Jacka,-

0 in Lile 1979-lO0 C, O.6MPa

10- 7  -5'S, 0.3tPa

Octahedral -18 , O.6MPa

to-8 . -50,.2aRate5

-18 0. 3MIPa

o" j m- \_ t o.

10-10 I I I

102 103  104  105 106

FIGURE 2.13(a) time (rin)

2.8 MPa Fine polycrystalline

Ic at> -45-2.0 from Kuo 1972

1

Strain
Rate .4

(s-I) .0

10- 6I

70.7

10- 7 1 2 3-4101 102  101 10

time (min)
FIGURE 2.13(b) Linear log km-log tm correlation for ice

61



The stickiness in the system may be checked by placing a load

cell directly in-line with the samuple; the size of error band

expected may be estimated by analysis of the stability and res-

olution of each measuring device; the effect of sample size/

low strain rate may be checked by varying the size of the sam-

ples tested.

62



2.2.5 Quantitative models of ice strength and deformation

Quantification of the strength and deformational behavior

of ice is extremely difficult, primarily due to its existence

in nature at temperatures near its melting point. Also,

attempts at generalizing the results from several researchers

are difficult due to the large effect of minor testing details

and sample preparation techniques. In addition, tremendous

scatter exists in strength and deformation data on nominally

identical samples tested under similar conditions. Consequent-

ly, a unifying constitutive relation has not yet been developed

which can adequately predict the stress-strain-time-temperature

behavior of ice.

The observed scatter may be attributed to a variety of rea-

sons. Problems with grain-size control, quantity, shape, size

and location of air bubbles and amount and type of impurities

hinder efforts in making perfectly uniform ice samples. Also,

at stresses or strain rates high enough to induce crack phen-

omena, failure is usually controlled by the development of

weakened shear zones or outright fracture through the develop-

ment of a "critical crack". Since the brittle fracture of any

material is governed by the statistics of the imperfections

present, it can be expected that the strengths obtained at high-

er strain rates would be statistical, rather than deterministic,

in nature. Also, increased scatter should be present at the

higher strain rates as the effects of slight sample imperfec-

tions, slight sample misalignment and end restraint conditions

6L_ 
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become magnified.

In spite of all the difficulties cited, numerous attempts

have been made at quantifying strength and deformation beavior

for ice. These have included the use of theoretical dislocation

models, mechanistic theories such as Rate Process Theory and

Griffith's fracture criteria, to empirical curve fitting rela-

tions.

Rate Process Theory

One model, Rate Process Theory (RPT) has been utilized to

link the strain rate, temperature and the stress level of ice.

This theory was originally formulated by Eyring (1936) and is

summarized by Mitchell (1976), Mitchell et al.(1968), Andersland

and Douglas (1970), Martin et al.(1981) and others.

The theory is based on the assumption that units particip-

ating in a deformation process (termed flow units) are cons-

trained from movement relative to each other by virtue of energy

barriers separating adjacent equilibrium positions. The dis-

placement of flow units to new positions requires their activ-

ation through the acquisition of sufficient energy to overcome

this energy barrier. The minimum energy required to overcome

this barrier when the body is at rest is termed the free energy

of activation, AF. From statistical mechanics, it is possible

to describe the frequency of activation as:

v = kT/h exp (-AF/NkT) (2.1)

where k = Boltzman's constant (1.38x10- 2 3 joule/°K)

64



h = Planck's constant (6.624xi0- 34 joule-s)

N = Avagadro's number (6.02xi023

T = temperature (OK)

In the absence of applied potentials, barriers are crossed

with equal frequency in all directions and hence no observed

consequences of periodic activation exists. However, if a

directed potential such as an external shear stress is applied,

then the barrier heights become distorted. For a force f acting

on a flow unit, the net frequency of activation in the direction

of the force becomes:

S- 2kT exp[- AF]sinh[ fA] (2.2)
h RT 2kT

where R = Universal Gas constant (8.31 J/°K-mole)

A = displacement of flow unit

At this point, Mitchell et al. (1968) introduce the term X

which accounts for the proportion of activated flow ,irnits which

successfully surmount the energy barrier and the distance X

travelled by each successful flow unit. Since the component

of A in the direction of motion times the number of successful

jumps per unit time yields the deformation rate, then by using

the X term to also account for some original length, the strain

rate can be expressed as:

= 2X kTexp[- AF]sinhf fA] (2.3)
h RT 2kT

where X is both time and structure dependent.

For higher stress levels where (fX/2kT) > 1,
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f E
sinh[ j ] expf- K-) (2.4)

and (2.3) becomes

= X --exp[- (2.5)

where E AF- 0o is the experimental activation energy, a is

some measure of deviatoric stress level and is an experiment-

ally detrmined constant. Then for XkT/h = constant, equation

(2.5) becomes the experimental Arrhenius equation for chemical

reactions.

To evaluate the various parameters of the Rate Process

Theory, numerous techniques and several types of tests have

been used. These include running series of constant stress

creep tests at different temperatures and stresses, stress

stage tests and temperature stage tests. The detailed pro-

cedures for each method are described in Martin et al. (1981)

and Ting (1981).

Various workers in ice, while accepting the form of the

Arrhenius equation, have modified the basic equation to more

accurately account for the stress dependence of the strain rate.

Barnes et al.(1971) used the form

n E

tsteady = A (sinh ea ) exp(- - (2.6)
state R

where A, E, a , n are constants

In this case, it is not clear whether any physical significance

can be attributed to the value of E, an "apparent activation

energy".
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Others have modified the RPT equation by including a power

function to describe the stress dependence:
E

Cc n exp(- -) (2.7)

(Glen 1955, Weertman 1973, Langdon 1973, Gold 1973, Homer and

Glen 1978). This is by far the most popular deformational

model, and is actually a combination of RPT and dislocation

creep models. Equation (2.7) may be expanded to account for

numerous creep mechanisms in polycrystals and moncrystals

at high temperatures:

= -Doexp(- kT ) (bn(2.8)

where A = dimensionless constant

Do= frequency factor

Ed = activation energy for diffusion

G = shear modulus

b = Burger's vector (4.523 xlO -6 mm for ice)

d = average grain size

m,n = constants which depend on the operating creep

mechanism

Since the constant A is not well defined, it is easier to

compare the measured Ed, m and n with the theoretical values

for each mechanism. These were reported by Langdon (1973) and

are summarized in Table 2.2.

RPT as written in equation (2.3) and (2.5) adequately ac-

counts for the temperature dependence of the creep of mono-

and polycrystalline ice. However, the implicit (and widespread)
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Mechanism m n E

i. Point Defect Mechanisms
Vacancy diffusion through

lattice 2 1 E1

Vacancy diffusion along

grain boundaries 3 1 Egb

2. Line Defect Mechanisms
Dislocation glide/climb

controlled by climb 0 4.5

Dislocation glide/climb
controlled by glide 0 3 5

Dislocation climb without
glide 0 3 E

Overcoming of Peierls
stress on prismatic plane 0 2.5 Ee

Cross-slip of basal dis-
locations into prismatic
plane 0 2 E

pr
Viscous dislocation

damping 0 3 Eif

3. Grain Boundary Shearing Mechanisms
Viscous shear at grain

boundaries 1 1 ~gb
Grain boundary sliding by

a dislocation process 1 2 l

(or Egb)

Table 2.2 Possible creep mechanisms in ice
(from Langdon 1973)
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use of the modified forms of the RPT as in equations (2.6) to

(2.8) strongly suggests that RPT is not strictly applicable

for describing the stress dependence of the creep of polycrys-

talline ice. This result is in accordance with an extensive

evaluation of the Rate Process Theory for ice and frozen soil

by Martin et al. (1981), who found that the original RPT equa-

tion as written in (2.3) successfully describes the creep of

moncrystalline ice, is less successful for polycrystalline

ice, and cannot describe the creeo of frozen sand.

Quantitative models of strength

Based on the modified rate process theory, Muguruma (19b9)

rewrote equation (2.7) in terms of stress:

S= CE i/nexp( Q) (2.9)
nRT

The values of n and Q for single crystals of ice from

unconfined strength test data have been summarized by Weertman

(1973) and are presented in Table 2.3, together with results

for uniaxial and plane strain tests on polycrystalline ice from

Frederking (1977) and Gold and Krausz (1971).

Note, however, that the original equation (2.7) was formu-

lated in terms of applied stress and "steady-state" creep rate,

whereas in (2.9) the interpretation is peak strength and applied

strain rate. Since both equations are semi-empirical, this

apparent inconsistency in the interpretation of the variables

is not relevant. However, the usage of essentially the same

equation to describe both test types, with similar values of
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fl Q (kjoule/mole) Reference Comments

1.3 46 Muguruma (1969) ** chemically polished

1.7 63 . . ** mechanically polished

2.3 42-75 Jones and Glen (1968) * **

1.5 66 Higashi et al (1964) * **

2 Ramseier (1972) * **

1.8 75 Nakamura / Jones (1973) **

3 67 Muguruma (1969) Columnar polycrystalline

-10 to -300C

4 Gold and Krausz (1971) Columnar polycrystalline

-100C

3.3 Frederking (1977) Columnar, uniaxial, -100C

5.2 1. " plane strain

6.7 granular, plane strain
4.9 .. uniaxial

* references found in Weertman (1973)

•* single crystals oriented for easy glide

Table 2.3 - Values of n and Q from constant strain
rate tests on ice
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n and E (see Table 2.4), implicitly suggest the existence of

the correspondence principle previously described.

Numerous attempts at using other theories to describe the

strength behavior of ice under different loading conditions,

such as the Mohr-Coulomb failure criterion (Smith and Cheatham

1975) and fracture theory (Haynes 1973, Nevel and Haynes 1976,

Gold 1977), have met with at best only limited success. Con-

sequently, no unifying theory can at present adequately describe

the strength behavior of a given ice type under a specific

confining stress and temperature loading condition.

Although equation (2.9) does a reasonable job of empirical-

ly describing the data, considerable scatter is evident in

Figures 2.5 amd 2.6. This scatter can be partially attributed

to the difficulty in obtaining reproducible samples of mono-

and polycrystalline ice and the various reasons previously

cited.

Quantitative models of deformation

Numerous attempts have been made to quantify the time dep-

endent deformation of ice. These include purely empirical

models which describe only the primary stage of creep, such as

the Andrade's 1/3 power law and the rheological model of Sinha

(1978). Models such as Rate Process Theory and dislocation

creep models/RPT describe only secondary creep as a function

of the applied stress and temeprature. A recently developed

empirical relationship (Assur 1979) can model the entire
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stress Activation
f,- iirtnir' exponent energy I. Temperature Comments

n kJ/mle

)Mnocrystals

*tqqs. and Cohn~ '164) 2

Stteinemann (19581 .14) .- 4 '.. '.

Butkovi 5h an.) )Ani,t1I 19",H) 2.44 - asv qlde
2.70 - hard qhide

Hiqashi and others ,LJ65)) 1.58 66.
G;len and Jones [1967)) - 65.4 -11' to -50
Jones ani Glen (968) 2.1 34.5, -5'1 to -4t,
Ramsetnr (196) 57.0 hard glide
Mellor and Testa (lba. 116 41,() I 64.io hard glide
Homer &Glen (197h' 1.' 78
-,AMSoitr (1971) .

Poly rystals

Muqurmima ([Vtw)) Io , -ji nstant strain-rate test columnar

St,-Inotann (11)',H) H.l). ii) random orientation
Mellor, (1959, 4.2 -10 Antarctic ice shelf
Bowd-t and Tals,; ( 1 m)o1 - ' -1, friction experiments
7k1l i- and Smi th I It' I, . 5 45 -10 random orientation
WI,-rtrtan (1'168) 1.5 42 - random orientation

anid lest il~ i h random oriefltatil,,
Nayar and otheors 191 - 62 ".- probably not random orirytati-in
ilams.,. ru in hint .

6.'

1 1 t 11- .lf(azil 1-

11a.Ko .) el . A- ,) randm
Thoma- (1Ii,,--. Antarori,
Hutkos'i.( arid ).an.), (110I 11. 1 Io ,ottme r oiAlI and nATto ra 1 q l, It it

Rroiis~r and Kinit-ry t5 I - ( tI. - random or ientatior,
1t411lor and iT" ta (lIt, i random

61"ni kV't'i) 1.. 13, 1i random orientat 1
Strr~'mt~t (LiVI2. 8i-3 2 1 3:.-1

))utk-,,h< an.) tandaun (lSu I -- I
Harnes and)tr 1'). -')
Col,.: k Id Lvan.,o fI', I.) -( natural qila,,er
wadhm.. (Pf 4; 3.L. - '1'floa.tinn ak 1,:v
H-mrr len . . 4 1 -4 to -3o L,cryrta I

Va) ut's of ni and 1: tit --ri-rnt st toss r-1i tests.

Ptefeon-, ti II. H--.n ant) [I- I IH'
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creep curve, from primary through tertiary creep.

The Andrade power law is a purely empirical equation which

enjoys some success in fitting the primary stage creep data of

metals for a given testing condition (Conway 1967) , ice (Glen

1955, Barnes et al. 1971) and frozen soil (Ting and Martin

1979). written in terms of natural strain, this model states:

E 1=E - ft i 3 _-kt (2.10)

for I1tTI<< i.

where t =time after load application

0, sample strain at time t

c , , k =fitting constants

Using (2.10) the primary stage creep strain can be described

as the sum of three components: (1) an instantaneous strainE

(2) a portion kt which increases linearly with time, and

(3) a portion which is proportional to t .These components

are plotted in Figure 2.14.

In addition to using this equation to fit the data, Glen

(1955) and Larnes et al (1971) used this equation to predict

the secondary strain rate in tests where the secondaryj

stage had not been reached. By interpreting k in equation

(2.10) to represent m'they reduced their data for tests which

terminated in the primary stage of creep to obtain apparent

secondary stage creep rates. While the Andrade equation may

model data during primary creep under certain conditions,

it cannot be used to predict the secondary strain rate in tests

which terminated during primary creep (Ting and Martin 1979).
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strain dt on 1
M% best Andrade

1.0

10.0o 0 10
time (s x 10 )

FIGURE 2.14 Components of the Andrade equation
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As already stated, the most common deformational model in

ice combines the rate process theory and dislocation creep

models (equation 2.7). The values of n and E for ice obtained

for the model from various researchers are summarized in Table

2.4. It is difficult to draw firm conclusions from the results

quoted. Some of the data yielding n = 1 at low stresses (But-

kovich and Landauer 1960, Bromer and Kingery 1960) have been

discounted due to inadequate strain during the determination

of the "steady state" strain rate. Some of the researchers

used the Andrade equation prediction to evaluate the secondary

strain rate (Barnes et al. 1971) or used a strain rate at a

fixed strain level (Homer and Glen 1978, Mellor and Testa 1969

(a),(b)). None actually achieved a true minimum strain rate.

The previously described equations can model creep only in

the primary or secondary stages. A recently developed empirical

relationship by Assur (1979) can describe the creep of ice

through the tertiary stage as well. The model states:

-M= Ae t (2.11)

where A, $, m are constants.

Details of this equation are found in Chapter 6. While work

must be done on this model to account for the loading conditions

and for developing procedures for parameter evaluation, this

equation shows considerable promise for modelling the creep

behavior of ice.

In conclusion, it can be seen that although significant

effort has been made towards quantifying the deformation beha-
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vior of ice under load, the current state of knowledge is not

adequate to accurately predict the entire deformation-time

behavior of ice as a function of stress level and temperature.

The semi-empirical Rate Process Theory/dislocation models

consider stress and temprrature, but are only capable of pre-

dicting a steady state strain rate. Moreover, a quasi-steady

strain rate is in fact only rarely present in ice. A promising

new relationship (equation 2.11) appears capable of modelling

the complete creep deformation behavior of a given sample of

ice from primary through tertiary creep. However, since it is

entirely empirical, further research is required in order to

incorporate terms to account for the stress and temperature

dependence.
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2.3 Summary of the Nature and Mechanics of Ice

Important concepts presented in the previous sections on

ice include:

(1) the ice crystal lattice possesses only one plane of

easy glide and hence only two independent slip directions;

(2) ice typically exists in nature in some polycrystalline

form;

(3) ice possesses unfrozen liquid-like water even at tem-

peratures down to -250 C, probably at the grain boundaries

(Hosler et al.1957, Barnes et al.1971, Tice et al.1978);

(4) ice exists in nature at temperatures very close to its

melting point; consequently many high temperature phenomena

exist, ie. pressure melting and regelation at stress concent-

rations, crystal reorientation and grain growth;

(5) many deformational mechanisms are potentially applic-

able for ice, depending on the temperature and applied stress

or strain rate: at temperatures below -10°C, stresses below

0.5 MPa and low strain rates, microcreep mechanisms dominate;

below -100 C, above 1 MPa applied stress and at strain rates

higher than for microcreep, microcracking is the dominant

deformational mechanism; above -10°C, grain boundary effects

dominate (see Figure 2.4);

(6) time dependent deformation is the major component of

the total deformation of ice under sustained load;

(7) the uniaxial (unconfined) compressive strength of ice

is very temperature and strain rate dependent (see Figures 2.5
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and 2.6);

(8) the presence of sand in ice serves to strengthen the

resulting composite; as the sand concentration is increased

above a critical concentration corresponding to particle-to-

particle contact in the sand, the rate of increase of strength

increases significantly (see Figures 2.8 and 2.11);

(9) for the strain rates of interest (> 10-6 /s), the uni-

axial tensile strength of ice is not very temperature or strain

rate dependent; this value is about 2 MPa for granular ice

(Gold 1977);

(10) the influence of confining stress on the compressive

strength of ice depends on the magnitude of the confining stress

level: at low confining stresses, the strength increases with

confining stress, probably due to the inhibition of cracking

activity; at high stresses (>40 MPa), strength decreases with

increasing confining stress (see Figure 2.9);

(11) other means of ice testing such as ring shear testing,

diametral compressive testing of rings and cylinders and beam

testing should treated as strength index tests due to inter-

pretation problems and the complex stress conditions imposed;

(12) in spite of the many difficulties in defining a con-

sistent transition point, a ductile-to-brittle transition for

ice tested in unconfined compression appears to be present at
-3

a strain rate of 10 /s (Gold 1977);

(12) time dependent deformation is the major component of

the total deformation of ice under sustained load;
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(13) all ice, including monocrystals, probably exhibits

decelerating (primary stage) creep behavior under constant

stress loading immediately after stress application (Ramseier

1971);

(14) the effect of grain size on the behavior of ice may

be significant; for granular (snow) ice above 1 mm grain size,

an increasing grain size increases the creep behavior and dec-

reases the strength; below this size, the effect of grain size

is not clear (Baker 1978, Hooke et al. unpubl.);

(15) a correspondence between [peak stress/applied strain

rate] and [applied stress/minimum strain rate] appears to exist

(see Figure 2.12).

(16) a strong correlation exists between minimum strain

rate and the time to minimum ( Em /tm ) for creep testing

at varying temperatures and stresses (see Figure 2.13).

(17) common methods for explaining and/or modelling the

creep behavior of ice include Rate Process Theory, fracture

theories, dislocation theories and rheological and empirical

modelling; although none are currently capable of fully predic-

ting the stress-strain-time-temperature behavior of ice, an

equation (2.7) combining RPT and dislocation creep theories

appears to adequately describe the relationship between applied

stress and minimum strain rate for creep testing and peak

strength and applied strain rate for strength testing.
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CHAPTER 3 - REVIEW OF THE NATURE AND MECHANICS OF UNFROZEN SOIL

Together with ice, soil forms a prominent part of the frozen

soil system. Several major references present detailed descrip-

tions of the nature and mechanical behavior of unfrozen soil,

such as Mitchell (1976), Lambe and Whitman (1969) and Ladd et

al.(1977). This Chapter briefly emphasizes those aspects consi-

dered essential to an understan~ding of the behavior of a fro-

zen soil system.

3.1 Nature of the Unfrozen Soil System

Unfrozen soil is composed of soil particles and voids, with

the voids containing water and/ or air. For coarse grained

soils under an applied load, grain to grain contact is assured

due to the high contact stresses present, often sufficient to

crush quartz particles. Solid particle contacts also probably

exist for all but ideally dispersed clays. Experiments by Hof-

mann (1952) on freeze-dried clay gels and indirect data by Mit-

chell et al.(1968) using Rate Process Theory support this Lypo-

thesis.

The water in unfrozen soil may be grouped into three cate-

gories: (a) adsorbed water adjacent to the soil surfaces, typ-

ically several molecular layers thick; (b) double layer water

associated with the negatively charged mineral surface, up to

several hundred Angstroms thick; and (c) bulk (normal) water,

not influenced by soil-water forces. The adsorbed water film

is strongly attracted to silicate surfaces, requiring in ex-
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cess of 400 MPa to squeeze the last molecular layer of water

away from a clay surface (Steinfink and Gebhart 1962, van

Olphen 1963). The adsorbed water in unfrozen (and frozen)

soils is continuous, completely surrounding the mineral sur-

faces except at the soil contacts, and does not behave like

bulk water. It is capable of significant freezing point dep-

ression. While the nature and structure of this film are not

completely clear, it probably is not "ice-like", probably

exhibits Newtonian viscous flow parallel to the mineral surface

(p. 107 Mitchell 1976) and hence probably does not generate

significant shear strength at particle "contacts".

The physico-chemical effective stress equation (as seen in

Figure 3.1) is generally accepted as descibing the various

components of stress believed to act in unfrozen soil systems.

The average effective (intergranular) normal stress, o ,defined

as the total stress minus the pore water pressure, may be

expressed as the sum of the contact stresses and the double

layer stresses. For coarse grained soils, the contact forces

dominate and the surface (double layer) forces are negligible.

For clays, however, the surface forces can strongly influence

the overall mechanical behavior.

3.2 Mechanics of Unfrozen Soil

Due to the particulate nature of unfrozen soils, the mech-

anisms of strength and deformation include components which

are not normally encountered in continuous materials. Some
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aa Forces per unit area

water / a total applied stress
ions u bulk pore water pres-

sure
uaA long range attractive
uua stressa R long range repulsive

X ~stress
R X " contact repulsive

Aj- r stress
a" contact attractivea stress

a total unit area

a a r m a. contact area
a m

Physico-chemical effective stress equation:

a' - u (R - A )+ ( a a)amr a a
double layer contact

stresses stresses

FIGURE 3.1 The physico-chemical effective stress equation
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of these mechanisms involve: elastic deformations of the par-

ticles, both axially and flexurally; particle crushing at the

contacts; sliding and rolling at the contacts; changes in ave-

rage interparticle spacing including reduction of the double

layer thickness; and particle rearrangement and reorientation.

Some of these mechanisms can be reversible, such as the elastic

deformations and the changes in double layer spacing, while the

others are not. Consequently, an altered structure results from

shearing which can greatly affect future behavior. Moreover,

most of the mechanisms also exhibit time-dependent (creep)

behavior, especially those associated with relative deformation

at the contacts.

Rowe (1962) proposed that the strength of a dry cohesion-

less particulate material consists of three basic components.

Using the Mohr-Coulomb failure criterion ( with o = G'),

Tf = c + Gftan P (3.1)

where Tf = shear stress at failure on the failure plane

Of = normal stress at failure on the failure plane

= friction angle

c = apparent cohesion, equal to zero for cohesionless

sands

Rowe postulated that the total frictional resistance as measured

in triaxial tests is composed of the following: F

(1) interparticle friction. This forms the bulk of the

resistance, and is due to particle sliding friction at the

contacts. It has since been shown by Skinner (1969) that
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rolling friction should also be included within this category;

(2) dilation effect. For soils which exhibit positive dil-

ation, ie. increased sample volume during shear, such as dense

sands and overconsolidated clays, additional work must be ex-

pended due to the expansion of the soil against its confining

stress;

(3) particle interference and reorientation. This occurs

under all conditions except with very dense sands at small

strains.

The three components of strength are shown in Figure 3.2

as a function of relative density. Quantitatively, Rowe pres-

ents:

l) = ( 1 + dV) tan2 (45 + 4) = (3.2)
03)max d 2 1 - sin(

where = sliding friction

f = for very dense sands

f =cv for very loose sands
dV 

c
V rate of volume change with respect to strain.

When water is present, the mechanisms of strength as pre-

sented by Rowe are still applicable, provided the loading is

drained, ie. no excess pore water pressure develops during

shear, and the stresses are expressed in terms of the effective

stresses a'= a- u . With these constraints, equation (3.2) has

been used by several workers to describe the drained strength

of sands (eg. Lee and Seed 1967). For example, the curved

Mohr-Coulomb envelope exhibited by most -ranular soils mainly
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results from a decrease in the dilation rate with increasing

confining stress.

The effective stress principle and the Mohr-Coulomb failure

criterion predict that additional strength will be generated in

"wet" soils by the presence of negative pore water pressure.

When a negative pore water pressure exists in soil, a positive

effective stress results, even when the applied total stress

is zero. This may occur due to capillarity (e.g. due to drying

of the external soil surfaces) or due to dilation of the pore

spaces during undrained shear. Regardless, an "apparent cohe-

sion" results. For example, moist beach sands exhibit some

strength at 7ero total confining stress.

For fine-grained soils, slow shearing rates are required

to prevent the generation of excess pore pressures due to the

low permeability of clays and silts. When drained conditions

prevail, the concepts presented in the previous paragraphs

still apply, provided the stresses are expressed in terms of

the effective stresses. However, additional strength can be

generated due to "true cohesion" caused by physical cementation

and/or the existence of net interparticle attractive stresses

(e.g. A > R or a"> GI" in Figure 3.1). Also, the magnitude ofa r

negative pore pressure (capillary tension) that can be generated-

in clays and silts is far greater than in sands. Consequently,

the magnitude of the apparent cohesion can be far greater in

fine-grained soils than in sands.

For undrained loading, excess pore pressures develop during
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shear. This occurs in sands when drainage is not permitted,

and in silts and clays due to their low permeability relative to

usual rates of loading. The overall mechanical behavior of an

undrained sample differs from a similarly loaded drained sample

depending upon the magnitude of the excess pore pressures dev-

eloped during shear. Thus, while the same basic mechanisms

control deformation and strength in both cases, the resultant

stress-strain-strength characteristics vary due to differences

in effective stress acting in the drained and undrained cases.

For a medium-dense sand which normally exhibits positive

dilational behavior during shear, for example, undrained shear-

ing at constant volume results in a substantial induced negative

pore pressure. The magnitude of the pore tension may approach

the cavitation level for pore water, and results in a positive

effective confining stress in the soil system. This causes a

fairly large increase in measured axial strength. Such a mech-

anism may also exist during the shearing of frozen soil systems.
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CHAPTER 4 - REVIEW OF THE NATURE AND MECHANICS OF FROZEN SOIL

Frozen soil has a very complex mechanical behavior; it is

typically stronger than normal ice or soil at low confining

stresses, but possesses very time dependent creep behavior,

similar to ice. From the precious sections on ice and unfrozen

soil, it can be seen that the main components of frozen soil

are themselves very complex systems. Frozen soil retains these

these complexities, plus the additional complications arising

from the interface between the soil and ice phases. This

Chapter examines the nature of the frozen soil system by draw-

ing upon the fields of cloud physics, frost heaving, ice

adhesion, clay mineralogy and colloidal chemistry. The mech-

anical behavior of frozen soil is then described, together with

available qualitative and quantitative explanations for the

observed mechanical behavior.

4.1 Nature of the Frozen Soil System

4.1.1 Nature of ice nucleation and interaction in frozen soil

As previously mentioned, it is generally agreed that a film

of unfrozen, liquid-like water exists around soil particles in

frozen soil. Results from conductance measurements, ion dif-

fusion and observed solute movement under an electric field

(Anderson 1968) have shown that this layer is mobile, continuous

and capable of mass transport. In addition, work in the

field of cloud physics suggests that ice nucleates in the pre-

sence of silicate particles adjacent to the unfrozen adsorbed
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water film, rather than directly on the particle surface (Rob-

erts and Hallett 1968, Edwards et al. 1970). This hypothesis

is further reinforced by Anderson's (1968) work on the freezing

of clay mineral pastes at varying total water contents, in

which the spontaneous nucleation temperature decreased abruptly

at very low water contents. Anderson proposed that since the

thickness of the unfrozen water film apparently decreases with

decreasing water content up to a limit, this suggests that

ice nucleates near the unfrozen adsorbed water film.

Corte (1962) observed that ice growing upward can carry

with it soil particles "floating" on fh heaving ice surface,

as already shown in Figure 2.3. This phenomenon is possible

only if an unfrozen water film completely surrounds the soil

particle. This unfrozen film is then constantly being replen-

ished from the adjacent water reservoir as freezing occurs.

If any direct ice to soil contact existed, then the particle

would become enveloped by the ice rather than be carried by the

ice front.

A related phenomenon occurs when frost susceptible wet soil

is subjected to freezing temperatures at ground level. Instead

of a downward advancing freezing front, often ice is drawn up-

wards through the pores of the soil to form long, slender col-

omns of "needle ice". These may often be observed in the early

morning in the fall, when the ground is not frozen but is sub-

jected to subfreezing air temperatures overnight. The mechan-

ism by which the forces are generated to draw up the ice through
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the pores are similar to that in Corte's experiment, and is

closely related to that for frost heaving. As with Corte's

experiment, this phenomenon can best be explained if some liquid-

like film exists between the ice and soil particles.

Frost heaving

The phenomenon of frost heaving occurs in many fine-grained

soils subjected to subfreezing temperatures. As the freezing

front advances into a fine-grained soil, horizontally oriented

ice lenses periodically form, resulting in a net soil heaving

at the ground surface often greatly in excess of the volume

increase asscciated with the freezing of the pore water. This

frost heaving can generate very large heaving pressures above

the freezing front, while developing large suction forces in

the pore water below the freezing front. Freezing of coarser-

grained materials such as sands and gravels does not result in

frost heaving.

The occurre-..e of ice lensing requires a delicate balance

between heat and water supply. For the freezing rates normally

found in nature, frost heaving is most prominent in nonplastic

silts with ready access to a water supply. If a plastic clay

is frozen under similar conditions, heaving does not usually

occur, as the water supply to the ice lens is not adequate, and

the freezing front advances past the area of potential lensing

without significant volume increase. However, if an abnormally

slow freezing rate is imposed on a clay, such that sufficient
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water migration to the ice lens is possible, very large heaving

results (Wissa and Mlartin 1968).

Many theories have been advanced to explain the phenomenon

of frost heaving. These have included explanations based on

capillarity (Everett and Haynes 1965) , nonsteady-state heat

flow (Martin 1959) and the freezing of a portion of the adsorbed

water films (Tagaki 1978) . In each case, a key must be to ex-

plain the generation of the suction force which causes the

drawing up of water to the ice lens.

Based on these theories, the following hypothetical model

for ground freezing and frost heaving may be established:

As the air temperature is lowered, heat is extracted from the

soil, lowering the soil temperature. In the soil, zones of]

potential ice nucleation and growth exist within the pore

water at impurities and next to the adsorbed water films of

the soil particles. As the temperature is continually low-

ered, supercooling occurs in the pores until nucleation

occurs at some of the possible sites. The ice crystals grow

within the fluid until growth is halted next to an adsorb-

ed water film, by the ice crystal from an adjacent pore,

or due to a lack of water sup~jy. in coarse-grained soils,

as the freezing zone progresses downward, the "front" is

fairly well defined, as relatively ikittle freezing point

depression occurs due to the overlapping of adsorbed water

films and water is readily available for freezing. For

fine-grained soils where this overlapping does occur, a
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great deal of freezing point depression occurs. As further

cooling ccntinues, the temperature is lowered at the ice

crystal/water interface, causing the creation of a tension

in the water, resulting in further freezing point depression.

Alternatively, or concurrently, the external layers of the

adsorbed water film freezes, resulting in a tension in this

layer. These mechanisms both result in a "suction" force

which draws the water to the ice crystal. For nonplastic

silts, with a large percentage of fines but an appreciable

permeability, water supply to the growing ice crystal is

adequate to sustain significant ice lens growth. For clays,

the permeability is usually so low that for normal freezing

rates, sufficient supercooling occurs in the next pore to

to cause nucleation in that pore, rather than for water

to be transported through the pore up to the ice lens. For

silts, ice lensing continues as long as the unsteady state

heat flow conditions exist at the ice/water interface.

If heat is no longer being extracted, then the supercool-

ing is insufficient to create the tension at the interface

and/or freeze part of the adsorbed layer. If the water sup-

ply were so large that significant quantities of the water

were frozen, as in sands and gravels, then the released heat

of fusion could raise the temperature sufficiently to prevent

further freezing. For frostheave susceptible silts, signifi-

cant ice growth continues in a given pore until one of two

conditions are met: insufficient water flow to the lens, or
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insufficiently low temperatures for freezing in the exist-

ing pore. Thereafter, if heat is continually extracted,

the temperature will continue to be lowered until nucleation

occurs below the existing ice lens at some location where

the thermodynamic and nucleation criteria are again met.

From this discussion of frost heaving, the exact role of

the unfrozen water film in the frost heave phenomenon is not

absolutely clear. However, it appears probable that transport

of the pore water to the ice crystal occurs through this film,

and it is possible that this film generates at least a portion

of the suction force present during ice lensing.
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Ice adhesion

The existence of a liquid-like layer on the surface of

ice was postulated by Faraday as early as 1850. This concept

has since undergone considerable scrutiny, particularly in

the late 19th century. It is currently agreed that liquid-

like unfrozen water exists in ice down to at least -25 0C (Jel-

linek 1967, Barnes et al. 1971). However, it has been dif-

ficult to unequivicably determine the nature, location and pro-

perties of the unfrozen water.

Experiments carried out by Nagaya and Matsumoto (1953) and

Hosler et al. (1957) offer strong evidence for the existence

of an unfrozen liquid-like film down to at least -250C. Ice

spheres were suspended from threads to form pendulums, and

were moved laterally into contact with a very slight force.

The suspension points were then moved laterally until sep-

aration occurred. Quite frequently, the spheres started

to slide and roll over each other before finally separating.

This rotation occurred most frequently near the melting point,

but was observed down to -70 C by Nagaya and Matsumoto, the

strength of the contact tending to decrease with increasing

temperature. For ice spheres made from 0.1% salt solution,

rotation was more pronounced and frequent, and occurred at

temperatures down to -14 0C. In a water-saturated environment,

adhesion was observed down to -250C by Hosler et al. (1957),

while in a dry atmosphere, adhesion practically ceased at -30C.

These results are best explained by the presence of an un~-
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frozen transition film on the surface of the ice which has an

increased thickness in the case of the salt solution and of

the water saturated environment. During separation, a certain

amount of force is required to break the ice bond between the

spheres. However, instead of immediate separation, a rolling

action takes place due to surface tension effects in the film,

and final separation occurs at some greater angle. The salt

solution spheres would have a thicker transitional film, and

hence increased rolling activity. The film is thinner in the

dry environment, and hence exhibits a decreased adhesion.

Jellinek (1957(a),(b),1960(b),(c),1962) carried out tensile

and shear adhesion experiments on ice frozen to various surfaces,

such as stainless steel and fused quartz of varying surface

roughness. Cohesive-type breaks (ie. within the ice crystals)

were observed only in the tensile experiments, however finely

polished the surface. Adhesive-type breaks (ie. at the inter-

face between the ice and solid) were observed in the shear ex-

experiments, with the measured strength a function of the rate

of shear, surface finish and temperature. This adhesive shear

strength is a linearly increasing function of decreasing tempe-

rature down to -130 C. Below -130 C, the strength is practically

temperature independent. This adhesive shear strength is also

strongly dependent on surface finish, with strength decreasing

greatly with decreasing roughness. The adhesive tensile strength

tests indicate an adhesive strength fifteen times greater than

the adhesive shear strength.
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To explain these results, Jellinek proposed that a contin-

uous liquid-like transition layer exists between the ice and

the substrate material. For the shear experiments, the adhes-

ive strength is a function of the interfacial strength, and

consists of a viscous contribution from this thin film, as well

as contributions due to particulate impurities in the film and

roughness of the surface. As the surface roughness decreases,

down to the minimum of a few hundreds of Angstroms (1/5th wave-

band) for optically flat fused quartz, so does the measured

adhesive shear strength. It should be noted, however, that

even in the smoothest surface, the thickness of the unfrozen

layer is undcubtedly less than the maximum asperities present,

and hence some degree of ice/quartz interlocking is bound to

occur.

For the tensile adhesion tests, the measured strength is

controlled by the ice strength, due to the nature of the observed

failure breaks. Jellinek proposed that the ice/solid interfacial

strength is increased in the tensile mode due to the reinforcing

effect of surface "tension" at the perimeter of the interfacial

transitional water.

Assuming the existence of this transitional film throughout

the ice/solid interface, the mechanical prope- Aes of this film

may be inferred. If the adhesive shear stt ngth is primarily

due to surface asperity interlocking, then ihe shear resistance

of the film itself is probably quite low, less than 0.02 MPa at

-4.50 C (Jellinek 1960(c)). The tensile strength, however, is at
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least 1 MPa at -4.5 C. As noted above, Jellinek attributed the

greatly increased tensile strength to surface tension effects at

the perimeter of the ice. However, if one adopts the two-dim-

ensional liquid model for adsorbed water in unfrozen soil (Mar-

tin 1960), then these adhesive properties may be readily exp-

lained: while it is relatively ea,1 to induce motions laterally

parallel to the surface, it is very difficult to displace the

adsorbed water normal to the surface. By referring to the "ball-

bearing on a magnetized surface" analogy, it is not necessary

to invoke "surface tension" to explain the observed behavior.

Instead, the adhesion data in ice agree very well with Martin's

hypothesized behavior of adsorbed water in unfrozen soil.

Other tests and analyses relating to the nature of the un-

frozen transitional film in ice have been carried out. These

include experiments with wire/ice loading, sintering of ice

spheres and quantitative analyses of the nature of the transi-

tion film in ice and water. This work is summarized by Barnes

et al. (1971) and Jellinek (1967). Generally, the results from

these investigations are consistent with the concept of a liquid-

like surface transition film in ice.

4.1.2 Structure of the frozen soil system

In previous sections, the structure of unfrozen soil systems,

the nature of adsorbed water and the nature of ice nucleation,

growth and interaction with silicates have been described. In

this section, the results from the investigations in each of
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these areas are brought together in an attempt to understand

the structure of the frozen soil system. The pertinent facts

and hypotheses from each topic are first summarized. Based on

this information, a possible structure of frozen soil is then

presented. Where necessary, possible divergences from the pro-

posed structure are discussed.

Pertinent facts about the unfrozen soil system include:

(1) the physico-chemical effective stress equation is

applicable for all soils; however, for coarse-grained materials

the mass forces dominate and the double-layer forces are neg-

ligible;

(2) for coarse-grained soils under an applied load,

grain-to-grain contact is assured due to the high contact

stresses present; these contact stresses can be sufficient to

crush quartz;

(3) for all but ideally dispersed clays, solid inter-

particle contacts effectively exist; data by Hofmann (1952) on

freeze-dried clay gels and indirect data by Mitchell (1976)

support this hypothesis.

Pertinent facts about adsorbed water in soil and ice include:

(1) water is strongly adsorbed by all silicaceous

materials; it requires in excess of 1000 C to remove all water

from soil, and greater than 400 MPa to squeeze the next-to-last

molecular layer of adsorbed water from clay minerals (Steinfink

and Gebhart 1962);

(2) adsorbed water is continuous, completely surrounds
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the mineral surfaces, and is very mobile parallel to the mineral

surfaces;

(3) adsorbed water does not behave like bulk water, and

s capable of supercooling, freezing point depression, ice

nucleation and "preactivation";

(4) the exact structure of adsorbed water is not clear;

however, it apparently exhibits Newtonian viscous flow (Mitchell

1976, p.107);

(5) unfrozen water is present in ice at least down to

-25PC in a vapor saturated environment, and probably exists on

the external ice surface and at the ice grain boundaries;

(6) based on computations by Martin et al.(1981) using

unfrozen water content data on Manchester Fine Sand from NMR,

the amount of unfrozen water attributed to the ice phase is

about the same as or greater than that portion which can be

attributed to the soil phase.

Pertinent facts on the ice in frozen soil are:

(1) the structure and location of the ice in frozen soil

depend on the initial water content, soil permeability, freez-

ing rate, freezing temperature, the soil pore and grain size

distributions and the location of the water supply;

(2) nucleation of ice in a soil pore can occur from

ice propagation from an adjacent pore or within the pore at an

ice nucleation site; this site may either be next to the adsor-

bed water film or may be a site within the bulk pore fluid;

(3) ice is not in direct contact with soil during the
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freezing process (Corte 1962);

(4) direct ice to soil contact, even if possible, can-

not exist over the entire ice/soil interface, based on Jellinek's

adhesional shear and tension test results;

(5) ice in soil is polycrystalline in nature (Gow 1975);

for in situ freezing where no frost heaving (segregation freez-

ing) occurs, the maximum ice grain size is the pore size; un-

published data by Colbeck on thr freezing of glass beads suggests

that the number of ice grains in a pore is equal to the number

of particles adjacent to the pore.

Based on these facts and hypotheses, a structure for fro-

zen sand may be postulated. This is shown in Figure 4.1 and

is based on the following points:

(1) effectively solid contacts exist between soil grains;

(2) probably no direct ice-to-soil contacts exist;

(3) unfrozen water exists at the soil/ice interface and

at the grain boundaries in the ice phase.

For fine-grained frozen soil systems, no significant diffe-

rences from this model are anticipated, though much smaller ice

grains would be expected due to the smaller pore sizes. For

soils subjected to segregation freezing, an altered soil struc-

ture and larger ice grain sizes could result.

One point of potential controversy concerns the nature of

the ice/soil interface. it is probable that no actual contact

exists during freezing, based on Corte's experiments. Jellinek's

experiments demonstrate that continuous ice/soil bonding is not
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FIGURE 4.1 Two dimensional schematic of the proposed structure
of the frozen sand system
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likely due to the large discrepancy between the tensile and shear

adhesive strengths. Thus, the bulk of the indirect experimental

evidence indicates that no direct ice to soil contact exists,

although this has yet to be proven conclusively.
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4.2 Mechanics of Frozen Soil

As seen in the previous sections, frozen soil is an extreme-

ly complex system, composed of components which themselves pos-

sess very complex mechanical behavior. The mechanical behavior

of frozen soil reflects this structural and mechanical complex-

ity. While frozen soil exhibits considerable time, temperature

and strain rate dependent behavior similar to ice, it also pos-

sesses frictional behavior as in unfrozen soil. However, its

behavior cannot be modeled merely by combining the behavior of

the components linearly, as with some composite materials. In-

stead, the components of the frozen soil system appear to inter-

act synergistically; for example, the unconfined compressive

strength of medium to dense frozen sand exceeds the sum of the

strengths of the major structural components, ice and unfrozen

soil.

Because of the complexity of the soil-water-ice system, the

nature of this strong interaction between the ice and soil con-

stituents has not been adequately determined. However, extensive

work has been carried out in attempts to quantify and model the

strength and deformation behavior of frozen soil. In the fol-

lowing sections, the existing experimental data on the mechanics

frozen soil are summarized. Although the strength and deform-

ation behavior of frozen soil are intimately related, these

topics are arbitrarily divided in the following sections for

convenience.

Based on these results and the discussions in the previous

103



sections on the nature of the frozen soil system, numerous

qualitative and quantitative explanations for the observed

mechanical behavior are presented.

4.2.1 Strength of frozen soil

Effect of confining stress

The effect of confining stress on the strength of frozen

soils has been extensively studied by Chamberlain et al. (1972),

Alkire and Andersland (1973), Perkins and Ruerdrich (1973),

Sayles (1974), Simonson et al. (1975), Smith and Cheatham (1975)

and Roggensack and Morgenstern (1978). The results of Chamber-

lain et al. on 100-200 mesh Ottawa sand (OWS) and a nonplastic

well-graded glacial till (WLT) are plotted in Figure 4.2 to-

gether with data on granular ice from Jones (1978). Note that

of necessity, total stresses are used instead of the more mean-

ingful effective stresses. Several interesting features are

evident from this figure. It can be seen that each frozen soil

possesses three distinct zones:

(1) the low stress region, in which the shear strength of

the dilatant OWS increases with confining stress, while the

nondilatant WLT has approximately the same shear strength;

(2) the intermediate stress region, where both OWS and WLT

exhibit decreasing shear strength with increasing confining

stress;

(3) the high confining stresses above about 100 MPa, where

both OWS and WLT exhibit slightly increasing shear strength
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FIGURE 4.2 Effect of confining stress on the strength of ice and
frozen soils
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with increased confinement.

Note that the low stress region is the one of primary engin-

eering concern.

Chamberlain et al. postulate that in region I, the streng-

thening of the OWS is due to particle interlocking and inter-

particle friction while the shear strength of the WLT is con-

trolled by the unfrozen water films. In region II, the shear

strength of both soils is controlled by the onset of pressure

melting due to stress concentrations. in this region, the

dilation of the OWS is completely suppressed, and some particle

crushing occurs. The breakpoint between regions II and III

occurs at GCt 1 10 MPa. This corresponds closely with the

pressure at which the ice/water phase transformation occurs at

-10 0C (see Figure 2.1) . Significant particle crushing occurs

in the sand, especially in Regions II and III, as might be

expected at these high confining stress levels.

In the low stress region tested by Chamberalin et al., the

frozen sand strength (plotted using total stresses) is greater

than (or approximately equal to) the drained strength of the

unfrozen sand. At the higher confining stresses, the strength

of the frozen sand at a given level of total stress is much

less than the drained strength of the unfrozen sand at the

corresponding effective stress. Since global pressure melting

occurs above about 110 MPa, the tested material is analytically

similar to an unfrozen soil in this range. Due to the low

strengths measured, the observed quantity must be an undrained
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shear strength at effective stresses much less than the total

stresses.

A summary of the results of strength testing by various

researchers at low confining stresses is found in Figure 4.3.

Note that the apparent friction angle of the frozen sands is

similar to that of the unfrozen sand; however, a significant

apparent cohesion exists in the frozen sand, even at ice con-

tents less that 100% saturation.

From the stress-strain plots shown in Figure 4.4 it can be

that a definite two peak behavior exists for OWS. An initial

peak occurs at about 0.5 % to 1.0% strain and a second one

between 8 % and 10 % strain. The first peak is considered to

to correspond to the yielding of the ice matrix, while the

second one corresponds to the strength developed within the

sand-ice composite. Sayles (1974) separated these two peaks

in his experimental program on Ottawa snad and plotted the stress

associated with each peak. As seen in Figure 4.5, the envelope

of the first resistance peaks closely resembles that for columnar

ice, while the envelope of the second peaks yields an apparent

friction angle of 310, similar to unfrozen OWS. Note that since

the envelope of the second peaks also possesses a significant

apparent cohesion, this indicates that the ice matrix contrib-

utes significantly to the strength of the composite system.

Direct shear tests on natural and laboratory-prepared silts

and clays were reported by Roggensack and Morgenstern(1978).

In each case, the apparent friction angle of the frozen soil
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was the same as in the unfrozen soil. However, the frozen sam-

pies possess a much larger cohesion intercept. Tests carried

out at several different rates indicate that as the deformation

rate increases, the strength increases, especially at the low

confining levels. Roggensack and Morgenstern interpret this to

mean that at low strain rates or long times to failure, an in-

creasing proportion of the shear strength can be attributed to

frictional mechanisms.

Effect of Temperature

As with ice, frozen soil possesses a large temperature

dependent beh3vior. Haynes and Karalius (1977) and Perkins and

Ruerdrich (1973) present data from uniaxial compresion and ten-

sion tests on silt and sand, respectively. These results are

presented in Figure 4.6. For unconfined compressive strength,

the silt and sand both possess an apparently linear temperature

dependence. The sand exhibited little strain rate dependence

-5 -3between 8.3x10 and 4.2x10 /s and had a temperature coef-

0ficient of about 1 MPa/ C. The silt, of the other hand, exhib-
-3 -

ited a large strain rate dependence between 4x10 and 4x10

/s, and had a significant non-linearity at the high temperatures

and lower strain rate. This can possibly be attributed to sig-

nificant time-dependent effects at the high temperature and low-

er strain rates. In this case, tne temperature coefficient

down to -60 C for the high strain rate was about 1.4 MPa/ C,

while for the lower strain rate, the temperature coefficient
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was about-0.5 MPa/ C between 0 and -10°C. For comparison, the

temperature coefficient for the uniaxial comrpessive strength

of ice was quoted in Chapter 2 as being between 0.1 and 0.8

MPa/°C.

The uniaxial tensile strength of each soil also exhibited

a large temperature dependence in the range between 0°and -100C.

But as seen in Figure 4.6, the increase in the tensile strength

below -10° C is slight in comparison.

The effect of temperature on the triaxial strength of frozen

soil has not been extensively studied. Goughnour and Andersland

(1968) carried out some triaxial tests at different temperatures,

but only at a confining stress of 0.69 MPa. This stress level is

not sufficient to significantly alter the strength behavior of

frozen soil. Work done by Smith and Cheatham (1975) include

higher confining stress levels, and are plotted in Figure 4.7.

Based on these data, it can be seen that as the confining stress

is increased, the temperature dependence of the strength dec-

reases considerably. This may possibly be due the domination

of ice on the behavior of frozen soil at the lower confining

levels. At the higher levels, the interactive mechanical beh-

avior of the sand and ice is more important, resulting in a

much reduced temperature dependence. Further study is required,

however, to confirm the trends found in Figure 4.7.
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Effect of time

The effect of time on the strength of frozen soil from

deformation rate controlled tests has been studied by numerous

researchers under unconfined (Haynes et al. 1975, Perkins :nd

Ruerdrich 1973, Sayles unpublished) as well as triaxial loading

conditions (Sayles 1974, Roggensack and Morgenstern 1978).

The results of uniaxial compression tests on various sands and

silts at about -10 0 C are plotted in Figure 4.8 together with the

average ice strength from Figure 2.5. As is evident from this

Figure, the uniaxial strength of frozen soil is greatly depen-

dent on the applied stra'n rate. The rate of increase in strength

for frozen soils is similar to that for ice, and is much greater

than for unfrozen soils.

Of interest is the fact that the uniaxial strength of the ice

is apparently greater than for frozen silt and very loose sands.

It is possible that differences in ice structure between the

polycrystalline ice and the ice in the frozen soils account for

this behavior. The possibility that a greater quantity of un-

frozen water in the silt accounts for its lower strength is not

plausible, as data from NMR studies on the Manchester Fine Sand

and Fairbanks Silt indicate that at -10 C, the unfrozen water

content for each soil is between 1 and 2 %. Consequently, other

reasons are responsible for the great disparity in strength

between the sand and silt.

As confining stresses are applied, the strength of the frozen

soil continues to increase with increasing applied strain rate.
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Roggensack and Morgenstern (1978) report that the friction angle

0 decreases with increasing strain rate, while the cohesion

intercept increases with increasing strain rate, based on dir-

ect shear testing on frozen silt. Data from Sayles (1974)

based on triaxial compression tests indicate that the strain

dependence of strength does not change appreciably as the con-

fining stress is increased, as seen in Figure 4.9.

Sayles at CRREL recently investigated the ductile-to-brittle

transition zone for frozen MFS under unconfined stress condit-

ions at several temperatures. Although a change in faiulre

mode was observed at the larger strain rates, no apparent drop-

off in strength or rate of strength increase was measured at

rates up to 10 /s. The preliminary data are plotted in Figure

4.8. It should be noted that at the higher strain rates (>l0/s)

inertial effects become significant and can contribute to the

measured resistance, hence giving a misleading measure of the

true strength of the frozen soil (Whitman and Healy 1963).

The longterm strength of frozen soils has also been studied.

Typically, the onset of accelerating creep in a constant load

creep test indicates impending creep rupture or at least very

large levels of deformation. Since the parameter m" the min-

imum strain rate, is usually easy to determine, it has been used

to characterize the "failure" strain rate, and the accompanying

time to m has been used as a measure of the time to failure of

the material for the specific temperature and stress conditions.

As with ice and unfrozen soils, the correlation between the
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minimum strain rate and the time to minimum is very good. Uni-

axial compression data on partially saturated Manchester Fine

Sand by Martin, Ting and Ladd (1981) at various temperatures

between -11i an -210 C and axial stresses between 2.7 and 7.0 MPa

are plotted in Figure 4.10.

The question arises, as with ice, of whether a true limiting

long term strength (LLTS) exists for the uniaxial (unconfined)

compression of frozen soil. The time-dependent deformation of

frozen soil may represent a "consolidation" effect of the soil

structure due to compression and creep in the pore ice, to-

gether with the shearing, rearrangement and flow of the ice

to accomodate the stresses and deformations imposed by the soil

particles during shear. Since the ice itself possesses a

nominal long term strength, it would be expected that the

limiting longterm strength of the frozen soil aggregate should

be bounded by the drained strength of the unfrozen soil itself.

Since the drained strength of unfrozen saturated soil is typ-

ically much lower than the strength of the same soil in the

frozen state, for low confining stresses, some form of inter-

action between the ice and soil doubtless exists. A variety of

possible explanations for this behavior are presented in Chapter

5. For example, a tension between the ice and soil would res-

ult in a positive effective confining stress, and hence gener-

ate shear strength.

Also, it is likely that some form of adhesion ("ice cem-

entation") between the ice and soil exists in spite of (or as
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a result of) the unfrozen adsorbed water layer previously

mentioned. This adhesion may be important if some "syner-

istic" mechanical interaction exists between the ice and soil,

leading to a significant longterm limiting strength. However,

due to the previously described problems with longterm testing

of frozen materials and the time scale involved in these tests,

no reliable data exist which can confirm the existence of a LLTS.

This topic is discussed further later in this Chapter.

4.2.2 Deformation of frozen soil

Frozen soil, as with ice, possesses a very large creep sus-

ceptibility, much larger than for unfrozen soil. This can be

seen from Figure 4.11, which shows that ice an6 frozen sat-

urated sands have creep susceptibilities, much larger than

a very creep susceptible unfrozen soil such as levee clay.

Since the time dependent deformation of frozen soil con-

stitutes an overwhelming proportion of the total deformation

under load, most of the research in the mechanics of frozen

soils has focused on creep. The experimental data accumulated

to date are summarized in the following sections, together

with the various theories which have been presented in attempts

at ouantifying the stress-strain-time-temperaturebehavior of

of frozen soils.

Researchers have reported values of dynamic modulus (Vin-

son et al. 1978), tangent and secant moduli (Sayles 1974, Haynes

et al. 1975, Haynes and Karalius 1977) and isothermal compres-
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FIGURE 4.11 Strain rate vs. applied stress ratio for various materials
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sibility (Chamberlain and Hoekstra 1970). However, these values

should not be taken to represent any true elastic response of

the material. Indeed, it is likely that at the slower loading

rates, significant time-dependent deformation is present, con-

tributing to lower moduli values. Instead, these observed mod-

duli should be used only as tools for estimating the response

during rapid loading.

Effect of stress level

Figure 4.12 demonstrates the very significant influence

of stress level on the minimum strain rate, m' for snow ice

and partially and fully saturated Manchester Fine Sand (MFS)

subjected to uniaxial compressive loading. As is evident from

this Figure, the ice has a stress exponent of between 1.5 at the

lower stresses and 6 at the higher stresses. 40 and 100% sat-

urated frozen MFS, however, have a stress exponent of 10. In

other words, the unconfined uniaxial creep of frozen sands

is extremely sensitive to the level of applied deviator stress,

far greater than the stress dependence of ice. It is possible

to decrease the stress exponent by considering the existence

of a "limiting longterm strength" (LLTS). Then, if the strain

rate is plotted against the applied stress over and above this

LLTS, the exponent decreases significantly. However, attempts

at such analyses result in greatly increased scatter in the

data.

One example of the influence of this high stress sensitivity
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FIGURE 4.12 Stress dependence of creep for ice and Manchester Fine
Sand at various degrees of ice saturation
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on behavior is exhibited in Figure 4.13. An increase in stress

fluctuation from 0.03% of applied load to 0.6% greatly increases

the scat'er in the measured strain rate. This suggests that

even minute stress variations during creep testing can greatly

affect the observed strain rate, particularly at low creep

rates.

Effect of temperature

Similar to the behavior of ice, the creep of frozen soils

is extremely temperature sensitive. The results of uniaxial

creep testing at various temperatures on partially saturated

MFS at an applied stress of 4.78 MPa are plotted in Figure 4.14.

Analogous to the stress dependence of frozen soil, the temper-

ature dependence of frozen soil is far greater than for ice.

By taking the minimum strain rate at varying temperatures

and plotting m/T against I/T as in Figure 4.15, the apparent

activation energy can be determined for each level of applied

stress from the slope of the resulting lines by equation (2.5).

By obtaining the apparent activation energy at different stress

levels, the true free energy of activation, AF, can be determined.

This has been done for the data shown in Figures 4.14 and 4.15

and yields a AF of about 480 kJ/mole, as seen in Figure 4.16.

Similar analysis of data on saturated MFS also yields a free

energy of activation of about 480 kJ/mole. Notice that this

is far in excess of the 59 kJ/mole reported for the free

energy of activation for ice or the 125 kJ/m reported as an
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apparent activation energy for unfrozen soil (Mitchell 1976).

In general, for materials tested at approximately the same

absolute temperature range which may be modelled empirically

by the original of modified rate process theories (equations

2.5 or 2.7), the greater the observed activation energy, the

greater the temperature sensitivity of the creep of the material.

By way of comparison, consider the following example: an

ice sample is loaded to yield an Em of 10- /s at -15°C; anot-

her such sample similarly loaded will yield a strain rate of

9.23x10 -  /s at -16°C for E = 42 kJ/mole. For frozen sand

loaded to yield an Em of 10- /s at -15°C, another similarly

loaded sand sample at -160 C would yield a strain rate of 6.33

xl0 - 7  for an E of 250 kJ/mole. Consequently, it is evident

that the creep of frozen soil is far more temperature sensitive

than for ice, and this extreme sensitivity to temperature res-

jilts in experimental problems with temperature control during

testing similar to the stress control problems previously

noted.

It is difficult to compare this temperature dependence

with unfrozen soil, since no free energy of activation has

been reported. If unfrozen soil may be modelled adequately

by equations (2.5) or (2.7), however, a comparison of the

reported apparent activation energies indicates that frozen

soil exhibits a greater temperature dependence sensitivity

than unfrozen soil.
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Effect of confining stress

Consistent with the effect of confining stress on the

strength of frozen soil, an increasing confining stress level

tends to decrease the creep rate of a loaded sample. Test

results from triaxial creep tests on OWS 20-30 by Sayles (1974)

at various levels of confining stress and constant deviator

Etress are plotted in Figure 4.17. As is evident from this

Figure, the creep of frozen soils is quite dependent on the

confining stress. However, it is not possible to compare this

effect to the triaxial creep behavior of ice due to the lack of

such data for ice.

Andersland and AlNouri (1970) and Alkire and Andersland

(1973) also studied the effect of confining stress on the creep

of OWS 20-30 by carrying out a series of stress stage tests

where the confining stress was changed while the deviator was

held constant. However, although they referred to their obser-

ved strain rates at each level of confining stress as "second-

ary strain rates", these rates were definitely not "steady-

state" nor minimum strain rates due to the short duration of

each stage. By postulating that the effect of the confining

stress could be separated from the effect due to the deviator

stress and the temperature, they proposed that:

= C expln( I - (33) I exp[ -(mjoct)] (4.1)

where = + + "i

and m =0.01206 (I/pF-i) for 64.7% OWS by volume
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FIGURE 4.17 Effect of confining stress on the creep of frozen sand

(from Sayles 1974)
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Other factors

The previous sections described the major parameters which

affect the strength and deformation of frozen soils, ie. the

stress level, confining stress, temperature and strain rate.

Many other factors also affect the measured mechanical behavior

of frozen soil. Some of these are related to experiemtal tech-

niques; others are a function of the properties of frozen soil.

Some of the properties which affect the mechanical behavior

of frozen granular materials are: (1) relative density, (2)

degree of ice saturation, and (3) structure and distribution

'J'F the ice in the frozen soil. As previously mentioned, Grnugh-

nour and Andersiand (1968) showed that as the sand concentrat-

ion in a saturated sand-ice mixture increases, the strength of

the composite increases. In other words, as the relative den-

sity of ths soil structure increases, so does the strength of

the composite. Although this strength increase is due in

part to the increased sand/sand particle contacts and the re-

sistance of the ice matrix to the dilation of the sand struc-

ture, an effective strengthening of the ice is also present

independent of the sand particle contacts. This is evident

from the strengthening at low sand concentrations before sand-

to-sand contacts exist (see Figure 2.8).

Similarly, a decreasing creep susceptibility is observed at

increasing relative density. For partially and fully saturated

MFS, Martin et al. (1981) show that a very large decrease in

minimum strain rate occurs in the medium dense to dense range
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of relative density (Figure 4.18). However, loose saturated

MFS shows less effect of relative density, while partially

saturated samples exhibit a large density dependence at all

relative densities. The large density dependence in the loose

r'nge for partially saturated Manchester Fine Sand is probably

indicative of a collapse of the ice structure. In the dense

zone, however, the large dependence on density of both par-

tially and fully saturated samples is probably due to the

resistance of the ice matrix to dilation of the sand. The

decreasing creep behavior with increasing relative density is

analogous to the increasing strength with decreasing void ratio

reported by Alkire and Andersland (1973), where small changes

in void ratio were observed to greatly affect the measured

strength.

The amount of ice saturation also greatly affects the mec-

hanic, behavior of frozen soil (Alkire and Andersland 1973,

Martin et al. 1981, Sayles and Carbee 1980). Uniaxial creep

tests have been carried out on frozen MFS at 12, 20, 40, 60

and 100 % nominal ice saturation levels by Martin et al. These

data, partly summarized in Figure 4.12, clearly demonstrate

the tremendous effect of ice content. By taking several strain

rates from Figure 4.12, the effect of ice saturation on the

applied stress yielding a given minimum strain rate can be plot-

ted as in Figure 4.19.

Other important soil parameters include the type, distri-

bution and structural integrity of the pore ice. The apparent
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strengthening effect of particulate and chemical impurities on

ice could be due to an altered ice structure or grain size in-

duced by the impurities. Distribution and location of the ice

in the frozen soil can significantly affect the gross mechan-

ical behavior. In silts, for example, ice lensing could cause

extreme anisotropy and heterogeneity. The structural integrity

of the ice can be affected by the stress history of the sample,

whether it be due to pretest disturbance or sample preparation

techniques. Those properties of the frozen soil samples related

to the nature of the pore ice are particularly important during

the preparation of test specimens. Careful control of the freez-

ing rate, time and temperature and the method, temperature and

lergth of storage and ensuring proper drainage conditions dur-

ing freezing are all required to ensure sample reproducibiltiy.

Experimentally, careful choice of the loading and tempera-

ture control systems is required to ensure minimal stress and

temperature fluctuations during longterm testing. Sensitive

measurements are needed to detect these potential fluctuat-

ions, especially at very low deformation rates. Other exper-

mental factors which can affect the creep are improper align-

ment of the sample and the choice of the endcaps (T.H.W. Baker

1978).
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4.2.3 Qualitative models of strength and deformation

A qualitative understanding of the mechanisms of strength

and deformation is desirable for a better comprehension of the

mechanical behavior of frozen soil. The many mechanisms of

strength and deformation for ice and unfrozen soil have been

described in the previous Sections. Because of the composite

nature of frozen soil, the mechanisms for frozen soil reflect

the component materials as well as the interaction between them.

However, owing to the complexity of the physico-chemical and

mechanical interaction between the ice and soil, it is not

always clear how this interaction affects the mechanisms of the

individual components.

Various researchers have attempted to provide qualitative

mechanistic explanations of their experimental data, notably

Sayles (1968, 1974), Goughnour and Andersland (1968), Hooke et

al. (1972), Chamberlain et al. (1972) and Vyalov (1973), Alkire

and Andersland (1973) and Roggensack and Morgenstern (1978).

While these explanations may be adequate in describing the

specific case examined, a comprehensive qualitative model for

the mechanical behavior of frozen soil does not exist.

This Section first summarizes various aspects of the mec-

hanical behavior of frozen soils. Available explanations for

this behavior are then described. In this initial discussion,

the view of each researcher is presented together with other

possible explanations for the same behavior.
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Summary of the mechanics of frozen soil

Some of the pertinent aspects of frozen soil behavior that

any successful qualitative model should seek to explain are

briefly summarized:

(1) frozen soil is generally very strong compared to its

main structural components, ice and unfrozen soil; typically,

short term strengths for frozen soil at low confining stress

levels are up to two or three times greater than for conven-

tionally tested ice and up to an order of magnitude greater

than for unfrozen soil; at very high confining stresses, how-

ever, the drained strength of unfrozen soil substantially ex-

ceeds that of frozen soil (see Figures 4.2 and 4.3);

(2) frozen soil possesses very time dependent strength and

deformational characteristics; the uniaxial strength may in-

crease up to four times for a strain rate increase from 10
- 4

to 10- 1 /s (Figures 4.8 and 4.9), and will eventually creep

rupture at stress levels exceeding about 0.3 of its "instantan-

eous strength (Martin et al. 1981);

(3) the failure envelopes for frozen soil at varying times

to failure indicate that the "frictional" component of strength

remains about the same, while the "cohesive" component decreases

with increasing times to failure (Sayles 1974, Roggensack and

Morgenstern 1978, Andersland and AlNouri 1970);

(4) some researchers report a substantial limiting longterm

strength value for frozen cohesionless soils under uniaxia] com-

pressive loading (Rein et al. 1975); For triaxial loading at
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low confining stress levels, the longterm "frictional" component

of strength is similar to the corresponding component in the un-

frozen soil at the same relative density; while the "cohesion"

intercept decreases with increasing times to failure, and is

prbably bounded by the drained strength of the unfrozen soil,

the overall longterm strength of the frozen soil is significantly

greater than for the unfrozen soil (see Figure 4.21).

(5) the mechanical behavior of frozen soils is very temper-

ature dependent, much more so than ice and unfrozen soil;

this temperature dependence appears to decrease with increas-

ing confining stress level (Figure 4.7);

(6) the creep behavior of frozen soils is very sensitive

to the level of applied stress, much more so than ice (Figure

4.12);

(7) triaxial loading of frozen soils can result in volume

changes even though "drainage" is not explicitly provided

(Goughnour and Andersland 1968, Chamberlain et al. 1972); ini-

tially contractive, then dilatant behavior typically occurs

for medium to dense sands at low confining stress levels; at

higher confining stress levels, and for nondilatant silts,

dilation is not observed;

(8) undrained triaxial compression of frozen soils at vary-

ing confining stress levels indicate that three distinct zones

exit (Figure 4.2): a low stress region where dilatant sand exhi-

bits an increasing strength with confining stress and nondilat-

ant nonplastic silt exhibits essentially constant shear strength;
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an intermediate stress region where both the sand and silt ex-

hibit decreasing strength with increasing confining stress; and

a high confining stress region where both sand and silt exhibit

slightly increasing shear strength with increased confinement;

(9) at the lower confining stress levels, two stress peaks

may be observed during strength testing (Figure 4.4); the first

peak occurs at about 0.5 %, compatible with fracture of the ice

matrix, while the second peak typically occurs after 8 % strain,

compatible with the mobilization of the internal sand friction

(Sayles 1974, Chamberlain et al. 1972); typically, the strain

at which the ultimate strength is achieved increases with in-

creasing confining stress;

(10) the relative density of the soil skeleton has a very

pronounced effect on the mechanical behavior of frozen soils;

increasing soil relative density increases the frozen soil

strength (see Figure 2.8) and decreases creep (Figure 4.18);

(11) the strain at minimum strain rate during creep testing

at the same applied stress and temperature typically decreases

with increasing relative density (Martin et al. 1981); the

strain at peak stress during strength testing may increase or

decrease with increasing relative density of the soil skeleton

(Alkire and Andersland 1972, Goughnour and Andersland 1968);

(12) the effect of ice content is very pronounced; increas-

ing ice saturation of the pores at essentially constant soil

relative density increases the frozen soil strength (Alkire and

Andersland 1973) and decreases creep susceptibility (Figure 4.12).
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Qualitative models of behavior

Sayles (1968, 1974) proposed that the strength of frozen

soils depends upon the cohesion and internal friction of the

component materials. The "cohesive" component is attributed to

the ice matrix and depends on the amount and strength of the

ice, and the area of contact between the ice and soil, each of

which is a function of the temperature. Vyalov (1963) postul-

ated that this cohesive component of strength consists of inter-

molecular solid/solid contacts, "structural" cohesion, and ice

cementation. Note that although it is known that particles in

frozen soil are completely surrounded by unfrozen water, sub-

stantial ice/silicate surface "cementation", or adhesion, can

exist, based on Jellinek's experiments (1957(a),(b), 1960(b),(c)

1962). However, the exact nature of the "structural" cohesion

is not specified.

The frictional component of strength is attributed primar-

ily to the soil phase, and is a function of soil grain size,

distribution, shape, arrangement and relative density. This

hypothesis is confirmed by the observance of two apparent peaks

in the stress-strain curves for the triaxial compression of fro-

zen soils and the fact that the frictional component of the

longterm strength of frozen soil reportedly approaches the fric-

tional component of the drained unfrozen soil strength. For

uniaxial compressive testing of frozen soils, however, a size-

able limiting longterm strength has been reported (Rein et al.

1975, Martin et al. 1981).
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For higher confining stress levels, the initial peak may

be absent, with the maximum resistance occurring at large

strains. Sayles suggests that at the higher confining stresses,

interparticle friction is relatively more important than at

the lower stresses. However, this model does not entirely

explain the generation of frozen soil strength, since the over-

all strength of frozen soil is greater than the sum of the un-

frozen soil and ice strengths alone. Instead, some nonlinear

interaction exists between the ice and soil, which needs to be

clarified for a better understanding of frozen soil behavior.

Goughnour and Andersland (1968) proposed that the streng-

thening of frozen soil over pure ice may be due to three mec-

hanisms. At the lower sand concentrations where no continuous

soil skeleton exists, deformations occur primarily in the ice

matrix. Since soil particles are much less deformable than ice,

a larger deformation rate is imposed upon the ice with increasing

soil concentration. Since ice strength increases with increas-

ing Ppplied strain rate, a higher overall strength is observed.

However, once a continuous soil skeleton is established at the

higher sand concentrations, the applied load is primarily car-

ried by the sand. Consequently, this first mechanism of streng-

thening is probably not a significant factor at the higher soil

concentrations.

A second mechanism is the result of interparticle friction

at the contacts between sand particles, as also proposed by Sayles

(1968). Goughnour and Andersland consider this mechanism to
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be a function of the frictional characteristics of the solid

material, "degree of suspension of the solids", and normal

stresses at the interparticle contacts.

The third mechanism concerns the sample volume change.

Dilatancy of the sand skeleton during shear is impeded by the

ice matrix. Adhesion between the sand particles and the ice

matrix during dilation may create an effect analogous to higher

effective stresses in unfrozen soil. This results in an inc-

reased shear strength at interparticle contacts. This strength

increase due to dilatancy continues to until the volume inc-

rease ceases, or until the limiting strength of the ice matrix

is exceeded.

Hooke et al. (1972) report that for low sand concentrat-

ions the strengthening of sand-ice systems occurs in part due

to dislocation impedance by the sand particles.

Chamberlain et al. (1972) postulated that the triaxial com-

pressive strength behavior of frozen sands at low confining

stresses is controlled by interparticle interlocking and fric-

tion. In the intermediate confining stress levels, Chamberlain

et al. propose that local pressure melting at stress concen-

trations is responsible for the strength decrease with increas-

ing confining stress levels. in the high stress region, a

phase change is observed from ice to water, and the strength

increases slightly with increasing confining stress level.

Chamberlain et al. attribute the low friction angle in this reg-

ion to the observed particle crushing due to the high stresses.
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Howevpr, Cha mborlain et al. do not specify whether their

high pressure tests are drained or undrained. While volume

change was observed at the lower stresses, no drainage was ex-

plicitly provided in the test setup. For the higher stresses

where a complete phase change from ice to water has occurred,

it is reasonable to assume that undrained conditions prevail.

At low confining stress levels, the undrained shear strength of

saturated unfrozen soils should be independent of confining

stress. However, at the high levels of confining stress in reg-

ion III, the Skempton (1954) pore pressure parameter "B" relat-

ing the increment of pore pressure to an increment of applied

confining stress is probably less than unity (ie. Au<Aac) and

hence a slight increase in effective confining stress with

increasing total confining stress is expected. This is

discussed later in greater detail.

For frozen silt, Chamberlain et al. (1972) observed essen-

tially the same behavior as for the frozen sand. However, in

the low confining stress region, no strength increase was ob-

served with increasing confining stress level. Chamberlain et

al. postulate that while interparticle friction should be im-

portant for the silt, it is perhaps obscured by "changing coh-

esive properties resulting from the increase in unfrozen water

content".

Vyalov (1963) postulated the following schematic model for

frozen soil:

As an external load is applied to a frozen soil sample, stress
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concentrations exist at the contact points, resulting in

plastic flow arnd pressure melting of the ice. The melted

water migrates to zones of lower stress and refreezes. Sim-

ultaneously, structural and ice cementation bonds in weak

locations yield and mineral particles slip. This is accom-

panied by ice crystal reorientations and mineral rearrange-

ments and reorientations. The ice reorientations tend to

weaken the system, as the crystals tend to realign with

their basal planes in the direction of slip. Soil rearrange-

merits may serve to weaken or strengthen the system; when

the strengthening mechanisms in the system exceed the weak-

ening ones, then damped creep behavior is observed for creep

loading, and increasing strength is observed in strength

testing.

Vyalov's model provides a nice qualitative explanation of

the various events which occur during the loading of frozen

soil. As with each of the models of behavior already presented,

however, it is not completely satisfactory. To be fair, the

individual models presented have sought for the most part to

explain a particular set of data. While some of the models are

consistent with the others, some are not entirely correct in

their conclusions. None are completely thorough in their treat-

ment of the possible mechanisms controlling the strength and

deformiltion of frozen soils.
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4.2.4 Quantitative models of strength and deformation

From the previous discussion, it is obvious that difficul-

ties exist in merely describing the behavior of frozen soils

conceptually. Any attempts at mechanistically based quantita-

tive modelling must of necessity be exceedingly complex; con-

sequently, empirical modelling is by far the most popular ap-

proach. Various empirical models proposed to describe the

deformation and strength behavior of frozen soils have been

summarized by Andersland and Anderson (1978) and are briefly

described here.

To describe the time-dependent deformation of frozen soils,

three types of mathematical models have been used. These may

be termed "primary", secondary, and "tertiary" models, and are

illustrated in Figure 4.20.

Vyalov (1962) proposed a primary creep model which has been

popular in frozen soils and has been succesfully applied to

various frozen soils by Sayles (1968, 1974). In this model,

strain is expressed as:

£ = Eo+ c(t) where for negligible initial strain cot

E = E(t) = t (4.2)
W(0+0 0) k

where 8 = - T (0C)

00
00 = reference temperature, usually -1°C

w,k,X,m = soil parameters

By differentiating (4.2) with respect to time, the strain

rate may be obtained:
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FIGURE 4.20 Typical creep models
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Note that the strain rate continuously decreases with

time, hence confirming the fact that (4.2) is a primary (strain

hardening) creep model. In addition, a linear relation results

between log and log t. In this respect, the model is similar

in form to the three-parameter creep model proposed by Singh

and Mitchell (1968) for unfrozen soils and the Andrade t
/ 3

law for ice and frozen soils (Ting and Martin 1979).

The parameters for the Vyalov model may be obtained by

a series of log-log curve fits. First t and o are plotted

to yield A(t) and m, where A = tA / w(6+6of . Then, A(t) and t

are plotted at different temperatures to yield R and A , where

R = At . Finally, R and (0+0 ) are plotted to yield w and k.

Sayles (1968) determined the various parameters for frozen Ot-

tawa sand 20-30 and Manchester Fine Sand 40-200 with some success.

Secondary creep models for frozen soils have been proposed

by Ladanyi (1972) based on work in metals by Hult (1966). In

addition, secondary creep models based on the quasi-mechanistic

Rate Process Theory have been advanced (Andersland and Akili

1967, Andersland and AlNouri 1970) and examined (Martin, Ting

and Ladd 1981). At a constant temperature and stress, Ladanyi

(1972) expressed the strain as:

E = £i+ C (4.4)
1 c

where ci= pseudo-instantaneous strain = F( O,T) and can be

expressed as the sum of a recoverable portion and an irrecov-
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erable portion. The creep strain cc may be described from:

derG(oT) a n(T) (4.5)
dt c( (T)

c

where Ec is an arbitrary strain rate corresponding to a proof

stress, ac(T), and n is a constant. Then, for a given material

at a constant temperature,
k . n

C + () + t c( ) (4.6)
E c c

where E is the elastic modulus

For engineering applications, the third term in (4.7) gives

good approximations of the total strain.

The basis for Rate Process Theory has been described in

Chapter 2 and its application to frozen soils has been mention-

ed in Section 4.2.2. Basically, RPT predicts a "steady-state"

creep rate corresponding to a specific temperature and stress

level. While the theory has fundamental significance when ap-

plied to reaction rates in pure chemical systems, its applica-

tion in the creep of frozen soils is primarily empirical in

nature. Further discussion of its validity as a model for fro-

zen soil is found in Chapter 6.

Care must be exercised in the use of these primary and sec-

ondary creep models, since they are applicable only in the time

range for which they were formulated. For secondary creep

models, for example, creep strain during primary creep is over-

estimated, while strain during tertiary creep is underestimated.

A more sophisticated "tertiary" model which does account
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for accelerating creep was proposed by Goughnour and Andersland

(1968). In this model, the plastic strain rate is composed of

the sum of a strain hardening term and a softening term which

is dependent on the absorbed strain energy. Since integration

of their strain-based empirical model is quite difficult,

Goughnour and Andersland proposed a separate empirical relation

in terms of time:
S= Klx t

lexp(-n 1t ) + K2exp(n 2t) (4.7)

where nl,n 2 are soil parameters which are functions of T

and K1 ,K2are functions of stress and temperature:
K C ( m

K- c - m

and cc= a normalizing constant

Gouchnour and Andersland (1968) report excellent correlations

between their model and data rn Ottawa Sand 20-30.

While the deformation models which have been described can

describe a variety of creep behavior, even including tertiary

creep in one case, none consider creep rupture, the eventual

failure of a sample during creep loading. Separate strength

models exist to describe this phenomenon and are described in

the following paragraphs.

The strength of frozen soils may take on various meanings

depending upon the nature of the loading problem. Limiting

longterm or creep strength refers to the stress below which

creep rupture or excessive creep deformations do not occur.

Short-term strength usually refers to the peak stress achieved

during load or strain application. For uniaxial (unconfined)
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compressive creep tests, failure is usually defined as the

beginning of tertiary creep. For triaxial creep testing where

large deformations may occur without actual creep rupture, an

arbitrarily large strain, say 20%, is defined as the failure

condition.

Vyalov (1959) suggests that the variation of the longterm

creep strength of frozen soil with time may be represented by:

f= a,, 00 (4.8)

to to

where ao, to = temperature dependent soil parameters

tf = failure time

of= longterm strength

t = to exp( Go/ i)

a = instantaneous reference strength

For the temperature dependence of strength, power or exponen-

tial functions are typically employed.

For short-term strength analyses, various models based on

the Mohr-Coulomb theory and plasticity have been proposed.

Due to the difficulties in determining an actual effective

(intergranular) stress in frozen soils, total stresses and

quasi-single-phase models are used. Based on a series of

triaxial compression tests with different times to failure,

a sequence of Mohr-Coulomb failure envelopes may be constructed.

Triaxial data from Sayles (1973) and direct shear data from

Roggensack and Morgenstern (1978) suggest that the envelope

for the frozen soil at large times to failure, expressed in
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terms of total stress, approaches that for the unfrozen condit-

ion under drained loading. rhe friction angles for the frozen

and unfrozen soils were approximately equal, while the appar-

ent cohesion intercept for the frozen soil decreased with inc-

reasing time to failure. Although this cohesion intercept

decreased with time, it remained significantly greater than

the unfrozen soil intercept.

This type of data suggests that the following failure model

may be used:

Tf = c (T,tf or )+ of tan P (4.9)

where c = c()f- (T)(L) "cohesion" intercept

tan 4 = component of frictional strength

Tf = shear strength

of = normal stress at failure

o  = reference strain rate

A sequence of such envelopes is shown in Figure 4.21. Note,

however, that since total stresses are used in this formulat-

ion, it is difficult to infer any physical significance from

the relative magnitudes of the parameters in (4.9).

For ice-rich fine-grained soils, Ladanyi (1972) assumes

that the strength is relatively independent of total stress

changes. Based on this concept, Ladanyi used the von Mises

yield criteria and plasticity theory assuming constant volume

during shear to describe the strength of such a "nonfrictional"

soil. While relatively little experimental data exist to con-

firm the existence of such behavior, data by Chamberlain et al.
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(1972) on a nondilatant silt indicated that little change in

strength occurred for confining stresses up to about 20 MPa.

However, it has been shown that even clean polycrystalline

ice demonstrates a strength increase with increasing confining

stress (Smith and Cheatham 1975, Jones 1978).

For individual creep tests, prediction of "failure" usually

involves prediction of the time to failure tm as a function

of the secondary strain rate, m' failure strain, Em , and

loading conditions.

The simplest model is baEed on the secondary creep model,

as proposed by Ladanyi (1972). Assuming a constant secondary

creep rate, the time to failure for a given temperature and

stress is:

tm = Em Si (4.10)
Em

For large times and high ice content soils,Ei<< cm; then, the

strain at failure E is approximately constant, yielding

tm= C/ m

Use of equation (4.10) still requires prediction of the

minimum strain rate as a function of the loading conditions,

such as by the use of equation (4.1) or some RPT-based relat-

ionship. Such predictions are described further in Chapter 6.

In an attempt to unify the results from strain rate con-

trolled and constant stress creep tests, O'Connor and Mitchell

(1978) proposed an "energy surface" concept. Based on the creep

and strength data on frozen silt in Figure 4.22, O'Connor and

Mitchell tried to reconcile the slight differences between
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the peak stress in a constant applied strain rate strength

test with the minimum strain rate in a constant stress creep

test. Note that the data in Figure 4.22 tend to suggest that

a "correspondence principle" exists in frozen soil, as has been

proposed in ice mechanics. This principle was discussed in

Chapter 2 for ice. Based on a computer trend analysis, O'Connor

and Mitchell postulated that the unifying concept between the

two types of tests is the amount of absorbed strain energy.

By combining the results for each type of test in one plot,

they obtained an "energy surface" plot, as shown in Figure 4.23.

As a consequence of this concept, it should be possible to

run any type of stress or strain rate controlled test, and be

able to predict the resulting strain rate or stress, respec-

tively, at a given level of strain energy. The testing need

not restricted to one mode, ie. constant stress or strain

strain rate, but may even include multimodal loading such as

stress stage creep testing or combinations of stress/applied

strain rate loading.

While such a concept would greatly enhance the understand-

ing and modelling of frozen soil behavior, attempts at applying

this concept to the Manchester Fine Sand data of Martin et al.

(1981) have proven to be futile. Instead, the behavior seems

to be a function of the level of strain, rather than the at.-

sorbed strain energy, as proposed by O'Connor and Mitchell.

Further evaluation of this concept, together with testing on

the "correspondence principle" for frozen soils, is underway at
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USA CRREL, and includes multimodal testing using strain rate

and stress controlled stages.

While the engineering models for the strength and defor-

mation of frozen soils are varied and often fairly complex,

the reliability of these models is generally quite poor due

to the extremely complex nature of the frozen soil system.

In addition, reproducibility of tests on frozen soils is

usually poor. This is due to poor sample preparation and

freezing techniques, inadequate temperature and stress con-

trol during testing, as well as the extreme sensitivity of

the mechanical behavior to small variations in sample struc-

ture and testing conditions.
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4.3 Summary of the Nature and Mechanics of Frozen Soil

Although Sections 4.1.2 and 4.2.3 already summarized the

structure and mechanical behavior of frozen soil, the most

important aspects are again presented for convenience and

added emphasis:

(1) effectively solid contacts exist between most particles

in frozen soil, especially for coarse-grained materials;

(2) unfrozen water exists at the ice to soil interface and

at the grain boundaries in the ice, even at fairly low tempera-

tures;

(3) this unfrozen water film is continuous and completely

surrounds the mineral surfaces except at the minute mineral-

mineral contacts;

(4) the amount of unfrozen water existing in the ice phase

in frozen soil may be about the same or even greater than that

portion associated with the soil's adsorbed water and double

layer;

(5) probably no direct ice to soil contact exists;

(6) although the unfrozen water film is probably very mob-

ile parallel to the mineral surface, strong tensile and shear

adhesional strength exists between silicate surfaces and ice;

(7) the ice in frozen soil is polycrystalline in nature;

for in situ freezing where no segregation freezing (ice lensing)

occurs, the maximum grain size of the ice is the pore size;

(8) frozen soil is generally very strong compared to its

main structural components, ice and unfrozen soil; typically,
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short term strengths for frozen soil at low confining stress

levels are up to two or three times greater than for conven-

tionally tested ice and up to an order of magnitude greater

than for unfrozen soil; at high confining stresses, local,

and eventually global pressure melting of the pore ice causes

a large strength reduction to values less than those corres-

ponding to the drained strength of the unfrozen soil;

(9) frozen soil possesses very time dependent strength and

deformational characteristics; the uniaxial strength may increase

up to four times for a strain rate increase from 104 to 101

/s (Haynes et al. 1975), and will eventually creep rupture at

stresses exceeding about 0.3 of its "instantaneous" strength

(Martin et al. 1981);

(10) the failure envelopes for frozen soil at varying times

to failure indicate that the "frictional" component of strength

remains about the same with varying times, while the "cohesive"

component decreases with increasing times to failure (Sayles

1974, Roggensack and Morgenstern 1978, Andersland and AlNouri

1970);

(11) some researchers report a substantial limiting long-

term strength for cohesionless sands subjected to uniaxial

compressive loading (Rein et al. 1975); for triaxial loading at

low confining stress levels, the longterm "frictional" compon-

ent of strength is similar to the corresponding component in the

unfrozen soil at the same relative density, while the "cohesion"

intercept decreases with increasing times to failure; the overall

161



longterm triaxial strength of frozen soil remains significantly

greater than the drained strength of the unfrozen soil, for

low confining stresses;

(12) the mechanical behavior of frozen soils is very tem-

perature dependent, much more so than ice and probable unfrozen

soil; this temperature dependence appears to decrease with inc-

reasing confining stress level (Smith and Cheatham 1975);

(13) the mechanical behavior of frozen soils is very sens-

itive to the level of applied stress; the creep behavior is

especially sensitive, much more so than ice and unfrozen soil

(Martin et al. 1981);

(14) triaxial loading of frozen soils can result in volume

changes even though "drainage" is not explicitly provided

(Goughnour and Andersland 1968, Chamberlain et al. 1972);

initially contractive then dilatant behavior typically occurs

for medium to dense sands at low confining stress levels;

at higher confining stress levels, and for nondilatant silts,

dilation is not observed;

(15) undrained triaxial compression of frozen soils at vary-

ing confining stress levels indicate that three distinct zones

exist: a low stress region where dilatant sand exhibits an inc-

reasing strength with confining stress and nondilatant nonplas-

tic silt exhibits essentially constant shear strength; an inter-

mediate stress region where both the sand and silt exhibit dec-

reasing strength with increasing confining stress; a high con-

fining stress region where both sand and silt exhibit slightly
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increasing strength with increased confinement;

(16) at the lower confining stress levels, two stress peaks

may be observed during strength testing; the first peak occurs

at about 0.5 %, compatible with fracture of the ice matrix,

while the second peak typically occurs after 8 % strain, compa-

tible with the mobilization of the internal sand friction

(Sayles 1974, Chamberlain et al 1972);

(17) the relative density of the soil skeleton has a very

pronounced effect on the mechanical behavior of frozen soils.

Increasing soil relative density increases the frozen soil

strength (Goughnour and Andersland 1968) and decreases creep

susceptibility (Martin et al. 1981);

(18) the strain at peak stress during strength testing may

increase or decrease with increasing relative density of the

soil skeleton (Goughnour and Andersland 1968, Alkire and Ander-

sland 1973); however, the strain at minimum strain rate for a

given applied stress and temperature typically decreases with

increasing relative density (Martin et al. 1981);

(13) the effect of ice content is very pronounced; increas-

ing ice saturation of the pores at essentially constant soil

relative density increases the frozen soil strength (Alkire

and Andersland 1973) and decreases creep susceptibility (Martin

et al. 1981).
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CHAPTER 5 - QUALITATIVE MODELS FOR THE MECHANICS OF FROZEN SAND

A major purpose of this Report is to provide a better qual-

itative understanding of the mechanics of frozen soil. A sig-

nificant portion of the research therefore concentrated on dev-

eloping and evaluating the various mechanisms controlling the

strength and deformation of frozen soil, based on the thorough

literature review presented in Chapters 2 through 4, and on ex-

perimental testing programs (summarized in Appendices A.1 through

A.6) carried out on Manchester Fine Sand (MFS), ice, and various

types of glass beads. From these various mechanisms of strength

and deformation, a comprehensive qualitative model for frozen

soil is developed, togethgr with new insight into the basis of

the power relationship between the minimum strain rate, m '

and the time to the minimum, tm

5.1 The Linear log m - log tmCorrelation

As seen in Figure 5.1, creep tests performed on various

materials all produce linear log m log tm correlations; eg.

results from uniaxial loading on ice (data from Figure 2.13)

and frozen MFS at various degrees of ice saturation (from Mar-

tin et al. 1981 as summarized in Appendix A.5) and undrained

triaxial compression of isotropically and K consolidated

unfrozen Haney clay (Campanella and Vaid 1974, Mitchell 1976).

While the existence of these linear correlations is widely

recognized, the basis for this apparent linearity has not been

explained. This Section examines the underlying reasons for
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this apparent linearity, in the hope that such an understanding

will lead to better qualitative and quantitative models for

creep. Details of the analyses for this Section are found in

Appendix B.

Simple creep models, such as the secondary creep model pro-

posed by Ladanyi (1972) or the Singh-Mitchell (1968) "primary"

creep model yield simple expressions for the strain as a func-

tion of time. When the contours of constant strain are plotted

on a log - log t plot, the slope of the contours is -1 for

the secondary creep model and approaches -1 at large times for

the Singh-Mitchell model, as plotted in Figures 5.2 and 5.3,

respectively. Note that the separation between these contours

decreases at large strains.

Since the actual data for the materials in Figure 5.1 exhi-

bit a slope between -0.8 and -1.2, this suggests that the strain

C m at the minimum strain rate is approximately a constant

for each material. However, the slope is not exactly -1, nor

is the strain at Cm absolutely constant. Instead, for frozen

MFS, the slope is between -1.1 and -1.2, and the strain at

Em typically decreases with decreasing minimum strain rate.

For unfrozen Haney clay, with a slope greater than -1 (ie. a

flatter slope) , the strain at the minimum strain rate increases

slightly with decreasing minimum strain rate. Both of these

trends are consistent with the results from the secondary creep

and Singh-Mitchell crrep models plotted in Figures 5.2 and 5.3.

When actual c m data are plotted in Figure 5.2, the results
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do not fit well within the strain contours predicted by the

secondary creep model since the actual shape of the - t

creep curve is poorly represented by the secondary creep model.

However, when actual data for MFS are compared with the contours

from the Singh-Mitchell model for an average mn, most of the data

fall within the predicted contours, as shown in Figure 5.4.

While a fairly good fit exists at the lower strain rates, a

slight overestimation of em occurs for tm greater than 10- 5Is.

Two factors probably cause this: firstly, the actual log C

log ti data are not truly linear for the higher strain rates,

but exhibit some downward concavity. Since the actual data

fall below the best linear least squares fit in this strain

rate range, use of the fitted relation results in a higher

predicted e m The second reason is related to a change in

the value of mn with varying Since the Singh-Mitchell

model only approximates the actual creep curves, an average

slope mn is used fcr the entire family of curves. However, at

the higher strain rates, the value of in decreases. The pre-

dicted E: could be improved in this range by using a reduced
in

in consistent with the actual data, rather than an average m.

From this discussion, it can be seen that the linear log t

log tm correlation for the creep of various materials is due

to the existence of an approximately constant strain at the

minimum strain rate, and the relative insensitivity of the

log m - log t m correlation to small deviations from constant

e m ,especially for materials having a relatively large
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Deviations from linearity at the higher strain rates and trends

in the strain with varying strain rate can be explained by

using simple creep models such as the secondary and Singh-

Mitchell creep models.
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5.2 Mechanisms of Strength and Deformation

5.2.1 Proposed mechanisms

In order to better understand the mechanical behavior of

frozen soils, a comprehensive qualitative model needs to be

formulated. Some of the explanations for frozen soils as pre-

sented in the literature were summarized in Section 4.2.3. How-

ever, it is necessary to understand all of the possible mec-

hanisms controlling strength and deformation behavior in frozen

soils. Based on an evaluation of the physical nature of the

frozen soil system and the various factors that affect its

behavior, the author developed the following list of physical

mechanisms that collectively might provide a qualitative ex-

planation of the strength of frozen soils.

(1) ICE STRENGTH. Section 2.2.2 described the factors affec-

ting the strength of ice, which is very strong at high strain

rates. It is also a function of temperature, applied confining

stress and stress state, grain size, shape and orientation and

deformational mechanism (i.e. cracking, easy glide or hard

glide). For longterm load application, ice creeps continuously

even at relatively low stresses. Since it is currently not

possible to reliably predict whether a sample will creep rup-

ture at a given stress and temperature, it is not easy to def-

ine a limiting longterm strength for ice.

(2) SOIL STRENGTH. For cohesionless sands, Rowe (1962) pos-

tulated that strength results from a frictional component (slid-

ing between grains), dilatancy effects (volume increase against
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a confining stress) and particle interference effects. The

latter two components are functions of the soil relative density

and the effective confining stress level. For cohesive soils,

true particle cementation may also exist, but is usually small

in comparison with the frictional and interference components

of strength. A difficulty in assessing the amount of strength

of frozen soil that can be attributed to the soil phase is the

current inability to measure the effective (intergranular)

stresses in frozen materials.

(3) INTERACTION BETWEEN ICE AND SOIL

(a) - Effective Increase in Ice Strength. This could be

due to a variety of mechanisms: Mi the ice in the frozen soil

may possess a higher strength than normally tested ice because

of an altered ice structure; (ii) stress states acting on ice

in the pores differ from the uniaxial or triaxial states corn-

monly used in ice testing; (iii) deformational and volume con-

straints imposed in each pore may induce different deformational

mechanisms, such as cracking and hard glide, in the ice in fro-

zen soil; (iv) the strain rate applied to the ice matrix is pos-

sibly greater than the average applied strain rate in the entire

sample, and may result in a higher component of ice strength.

While each of the above four mechanisms may yield an increased

ice strength, the last mechanism should only be prominent when

the solid particles are in sufficiently low concentration such

that a continuous soil skeleton does not exist.

(b) -Effective Increase in Soil Strength due to an Increase
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in Effective Confining Stress: Dilatancy Effects.

For dense sands and heavily overconsolidated clays, the dil-

ational behavior of the soil skeleton during undrained shearing

should create a tension in the ice in the pores. Assuming suf-

ficient tensile adhesional strength between the ice and soil

phases, the ice reacts against the tension with an effect ana-

logous to that for unfrozen soils. A decreased or even a nega-

tive "pore pressure" results, which translates into a positive

increment of effective confining stress. This would cause a

strength increase similar to that observed during the shearing

of heavily overconsolidated unfrozen saturated clays and dense

sands.

(c) Effective Increase in Soil Strength due to the Creat-

ion of a Negative Pressure in the Pores by other than Mechanic-

al Means.

It is possible that a tension exists in the pores due to

the nature of the interaction between the ice, the unfrozen

water associated with the soil grains and soil. While the

extensive literature in the fields of ice nucleation and frost

heaving indicate that a substantial suction force can be

generated in the adsorbed water film of a silicate particle

during the freezing process under certain conditions, no data

exist to substantiate its existence after the sample has equil-

ibrated to the ambient temperature and applied stress. If this

tension existed, a negative pressure would be exerted on the

ice and the soil particle, resulting in an increased effective
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(intergranular) stress, with an associated increased shear

strength. However, the existence of a tension in the film is

totally hypothetical at this point in time.

(d) Effective Increase in Soil Strength due to a Structural

Interaction between Ice and Soil.

The structural hindrance between the ice and soil may result

in a strong mechanical interaction producing a composite far

stronger than the sum of the individual component strengths, ie.

a synergistic interaction. As a load is applied to a frozen

soil, both the soil skeleton and ice matrix carry a portion of

total load and attempt to deform accordingly. The load is

transferred between particles in the soil skeleton at the con-

tacts. Resistance to movement of the particles is provided by

interparticle friction at the contacts, particle interference

and structural impedance by the ice matrix. The structural

impedance of the ice may greatly increase the shear resistance

of the soil skeleton. A mechanical analogy to the proposed

scheme is that of an axially loaded slender column embedded

in a matrix with a finite shear resistance. As seen in Figure

5.5, a small resistance in the matrix greatly stabilizes the

column. Similarly, it is proposed that a relatively small

resistance (compared to the average applied stress) is required

in the ice to stabilize the soil skeleton from "collapse".

Such a synergistic mechanical interaction would make the frozen

soil to be stronger than the sum of its major structural com-

ponents, ice and soil.
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5.2.2 Discussion of the mechanisms of strength and deformation

The foregoing mechanisms of strength have been arbitrarily

separated into three broad categories for convenience only,

and should not imply that they are mutually exclusive. Some

are well known and documented, while others are purely hypo-

thetical and require experimental verification. However, each

is considered to be a viable mechanism at this point in the

discussion. By carefully examining the prerequisite require-

ments and experimental. -onsequences of each mechanism, the

relative importance and probable existence of each may be

estimated.

Mechanisms I and 3(a) - Ice Strength and Ice Strengthening

The strength of the ice in frozen soil is no doubt quite

substantial. Test results on ice indicate that it is affected

by varying grain size, confining stress level, stress state,

strain rate,etc. However, "t is difficult to analytically

assess the magnitude of these effects for ice in frozen soil.

The loading conditions in each pore are difficult to evaluate;

efforts to integrate the effect in each pore into an overall

sample behavior would probably prove intractable. Consequently,

any attempted analysis using the results from testing ice of

varying grain size, structure, stress state, confining stress

level and strain rate would probably be futile.

However, the tests by Goughnour and Andersland (1968) and

Hooke, Dahlin and Kauper (1972) on sand-ice systems at low sand
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concentrations provide reasonable estimates of the effect of

ice strengthening mechanisms. These results are found in Fig-

ures 2.8 and 2.11, respectively, Strength data by Goughnour

and Andersland indicate that at 42% sand concentration by vol-

ume and at -7.6 0C, the strength of the saturated sand-ice sys-

tems is increased by only 26 % over that for pure ice. A 42%

sand concentration corresponds to less than zero relative density

for the sand, and is indicative of an extremely loose soil where

the particles are barely in contact. Creep data by Hooke et al.

at -9.6 C indicate that the minimum creep rate reduced by about

20 times for 35 % sand concentration compared with pure ice.

These two sets of data provide a reasonable quantification

of the ice strengthening due to the presence of the sand par-

ticles.

The altered ice structure, altered stress state, altered

strain rate and deformational constraints present in frozen

soil should be closely modelled in the 42 % sand-ice system.

If one assumes that the strengthening effect in the ice con-

tinues linearly with sand concentration, this implies that the

increase in strength due to ice strengthening in a 60% sand con-

centration system is approximately 37% over pure ice. By com-

parison, the actual strength increase for the 60% system, cor-

responding to a very dense sand of relative density near 100%

is about 175 % over pure ice (see Figure 2.8). Consequently,

the effect of ice strengthening should be significant for frozen

soils, but still relatively small in comparison to the net effect
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of the other mechanisms at high relative densities. Note, how-

ever, that while the relative effect on creep may also be small,

the absolute magnitude of the effect of ice strengthening on

creep rates is quite substantial.

Data by Sayles (1974) indicate that the ice matrix domin-

ates the behavior of frozen soils at low strains and confining

stresses. Strain-rate controlled triaxial compression tests on

20-30 Ottawa Sand possess twin stress peaks, one at less than

1 % strain, and the other at greater than 8 % strain. Since

ice typically exhibits peak strengths at less than 1% strain,

while soils usually require larger strains to mobilize its

strength, Sayles proposes that the two peaks observed corres-

pond to ice matrix strength and overall soil strength, respec-

tively.

The above hypotheses regarding the relative importance of

the ice matrix and soil strength components is supported by

the creep behavior observed for the testing program on Manches-

ter Fine Sand reported in Appendix A.5. For medium-dense sat-

urated MFS, a change in slope of the log E - log t curves

typically occurs at about 1.2 % strain, which coincides approx-

imately with the strain at the minimum strain rate and the

strain at peak stress for fairly low strain rate controlled

strength testing for ice alone (see Figures A.5.4 and A.5.5

in Appendix A.5). For times prior to the change, the slope

m of the log - log t curve is similar to that for ice alone,

while the slope after the change is similar to that for par-
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tially saturated MFS. The data imply that the ice matrix

dominates at the low strains for unconfined compression,

while the behavior at the larger strains is dominated by the

effect of soil friction and interaction effects.

Since the strength of frozen soils decreases with time at

low confining stresses, reportedly approaching the drained

unfrozen soil strength, Sayles proposes that the ice matrix

dominates behavior at low confining stress levels, and is res-

ponsible for the "cohesional" component of strength. However,

although it is clear that the "cohesion" certainly would not

exist without the ice, it is equally clear that the magnitude

of the "cohesion" would not be so great without the soil.

Hence it may be overly simplistic (although possibly useful

from an empirical point of view) to attribute the "cohesion"

component of strength entirely to ice and the "friction" com-

ponent entirely to the soil.

Mechanism 2 - Soil Strength

The contribution of sand strength is difficult to assess

without the benefit of effective stress determinations and

drainage condition assessments. At the high confining stress

levels, it can be seen from Figure 5.6 that the strength of

the "frozen" sand system plotted using total stresses is much

less than the drained strength of the unfrozen soil system

plotted using effective stresses. At the high confining stress

levels where global pressure melting prevails, the "frozen" soil
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can be analyzed as an unfrozen soil. The measured strength in

this stress region is a reflection of the undrained shearing of

an essentially unfrozen soil consolidated to some finite effec-

tive confining stress.

The low stress region is of primary engineering interest.

In this region, the increase in measured strength with increas-

ing confining stress is similar to that for the unfrozen soil,

as shown in Figure 4.3. However, it is difficult to assess

whether this similarity in "friction angle" (slope of the total

stress envelope) is due to the same reasons as in unfrozen soil

(i.e. interparticle friction, interference, dilatancy effects),

whether it is due to interactions peculiar to frozen soil or

whether it is merely conicidence.

Although the longterm strength of frozen soils at a given

confining stress level reportedly approaches the drained un-

frozen soil strength at the corresponding effective confining

stress, the existing measured longterm strengths are still

significantly greater than the drained unfrozen soil strengths

for low confining stress levels.

As already mentioned, it is difficult to divorce the soil

strength from the other mechanisms of strength, since the soil

is such an integral part of the entire composite, and since

the behavior of the system is necessarily greatly affected by

the mechanical interaction between the individual phases. In

this presentation, this separation has been attempted for the

purposes of convenience only.
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Mechanism 3(c) - Effective Increase in Soil Strength Due to the

the Creation of a Negative Pressure in the Pores by Other

than Mechanical Means

If a tension exists at the soil/water/ice interface due to

some physico-chemical interaction, this would lead to a streng-

thening of the system due to the positive effective confining

stress, and hence produce an apparent cohesion for shear in un-

confined compression. As the ambient temperature of a frozen

soil sample is reduced, the thickness of the unfrozen water

layer also decreases. It is reasonable to assume that as the

film thickness decreases, the tension in the layer increases,

and hence the strength of the sample would increase. This

is consistent with observed frozen soil behavior. Accepting

the original hypothesis of tension in the film, this suggests

that the strength of frozen soil is a function of the equi-

librium temperature, not the temperature of freezing, although

the freezing conditions could certainly affect the structure

of the frozen soil system.

One would expect the thickness of the unfrozen water film

to be a function of the mineralogy of the soil particles and

the equilibrium temperature. Assuming sufficient water, the

thickness of the film in a partially saturated frozen soil

should be the same as for a saturated frozen system. This

would imply that partially saturated and saturated frozen sam-

ples of the same soil and structure at the same equilibrium
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temperature should behave similarly under unconfined loading

conditions and have the same apparent "cohesion" intercept. How-

ever, this is clearly not the case, as indicated in the strength

testing by Alkire and Andersland (1973) (Figure 4.3) and creep

testing by Martin et al.(1981) (Figure 4.11). This indicates

that if a tension does exist in the unfrozen water film due to

some physico-cnemical interaction, it is probably does not con-

tribute significantly to the overall behavior of the frozen soil

(except perhaps at stresses approching the LLTS).

1
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Mechanism 3(b) - Effective Soil Strengthening due to an Inc-

rease in Effective Confining Stress: Dilatancy Effects

Since the soil component of the frozen soil system carries

a portion of the applied load, an increased sand relative den-

sity increases the number of interparticle contacts, probably

decreases the resulting load on the ice, and hence results in

a stronger, less creep susceptible system. At the higher rel-

ative densities corresponding to dilatant behavior, tensions

are imposed on the ice by the soil skeleton during shear. As-

suming that the tensile adhesional strength between the ice and

soil exceeds the interfacial stress (ie. cleavage does not occur

between the ice and soil), the tension in the pores creates

an effect analogous to that in dense unfrozen sands and heavi-

ly overconsolidated clays, where a negative pore pressure is

created during dilation which in turn results in a further

increase in strength.

Based on this mechanism, one would expect the strength

of frozen sand to increase greatly with increasing relative

density from the very loose up to the medium density condit-

ion. For dilatant behavior in the medium to dense range, an

even more rapid increase in strength should occur. The

data by Goughnour and Andersland (1968) confirm the general

trend of rapid strength increase with increasing relative den-

sity, but are not of sufficient detail to confirm or reject

the latter hypothesis concerning the effect of dilatancy.

Similarly, one should see a reduced creep behavior with
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increasing relative density in the nondilatant range, and a

greater decrease in creep behavior in the dilatant range. Creep

data by Martin et al.(1981) on saturated Manchester Fine Sand

at varying relative density appear to exhibit such behavior,

but are not sufficiently detailed to absolutely confirm this

hypothesis. As seen in Figure 4.18, the rate of decrease in

the minimum strain rate increases above a relative density of

60% for the saturated frozen sand system, as would be expected

according to this hypothesis.

Mechanism 3(d) - Effective Soil Strengthening due to Struc-

tural Interaction

Mechanical interaction must exist between the ice and soil

phases. What need to be determined are the nature of this

interaction and the magnitude of its effects on the overall

mechanical behavior of the frozen soil system. In particular,

does a synergistic interaction occur?

As the deri-e of ice saturation increases, the ice matrix

is strengthened due to an increased ice volume. Consequently,

it can supply a greater structural hindrance to the deformations

of the soil skeleton. This is confirmed by the strength data

by Alkire and Andersland (1972) and the creep data by Martin

et al.(1981). As the temperature is decreased, a stronger

system is expected, due to the strengthening of the ice matrix.

Increasing the applied strain rate reduces load transfer from

the ice to the soil, and induces deformational mechanisms such
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as hard glide and cracking, rather than easy glide mechanisms

which are easier to induce but require more time. Each of these

changes in test conditions should result in a stronger, less creep

susceptible system, within the framework of the mechanisms dis-

cussed. Experimental data confirm this "predicted" behavior.

Increasing the confining stress results in increased load

in both the soil and ice components. Strengthening in the ice

occurs due to crack inhibition and closure while an increased

magnitude in non-isotropic stresses in the pores causes a weak-

ening. At higher confining stresses where local pressure melting

occurs resistance to soil deformation by the ice is obviously

reduced. Also, mobility of the ice is increased, as melted ice

in the highly stressed regions may flow to areas of lesser stress.

Since the load is shared by the ice and soil at all levels of

confining stress, a portion of the applied confining stress

results in an effective (intergranular) stress in the soil.

This possibility is discussed further later in this Section.

One of the key questions regarding the structural hindrance

mechanism is,, can it explain the large apparent cohesion of fro-

zen soil (ie. the large uniaxial compressive strength)? The

behavior described in the previous two paragraphs may be ex-

plained by mechanical interaction, ie. structural hindrance in

combination with dilatancy effects for dense sands, regardless

of whether a "synergistic" mechanical interaction exists. How-

ever, if the synergistic interaction does exist such as in a

form analogous to the buckling column, then very little resis-
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tance is needed in the ice to stabilize the soil skeleton.

Hence, this mechanism could account for the high observed uncon-

fined strengths in frozen soil and hence the large cohesion

intercept.

If such a synergistic interaction occurs, then it is possi-

ble that a true limiting long term strength exists for low con-

fining stresses which exceeds the drained strength of the un-

frozen soil (at a corresponding effective confining stress level).

This is difficult to ascertain due to the previously mentioned

probl-ms with extreme longterm testing of frozen soils. Data

by Rein et al.(1975) and Martin et al. (1981) indicate that a

a practical, and perhaps actual, longterm uniaxial compressive

strength does exist. Although Sayles (1974) reports that the

longterm triaxial strength approaches the drained strength of

the unfrozen soil, his data indicate longterm frozen soil

strengths significantly higher than the drained unfrozen soil

strengths.

When an increment of isotropic confining stress is applied

undrained to a saturated unfrozen soil at a given initial effec-

tive stress, the soil skeleton deforms very slightly, until the

change in pressure in the incompressible water equals the incre-

ment of applied confining stress. This reflects a Skempton (1954)

"B" parameter, defined as Au/AGc, equal to unity. No overall

shear stress or shear deformation is induced, and no increase

in effective (intergranular) stress occurs during undrained
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application of an isotropic stress when B 1. Upon undrained

application of a deviatoric load or deformation, slippage occurs

at the particle contacts. For medium to dense sands under mod-

erate confining stresses, the pore volume initially compresses,

and then dilates. As a result, positive pore pressures are ini-

itially generated, then become negative during dilation. These

pore pressure changes translate into changes in the effective

stress and hence affect the strength and deformation behavior of

the unfrozen soil. No volume change occurs, however, as long

as B remains equal to unity.

The behavior of an ice-saturated frozen soil during applic-

ation of isotropic stresses should be identical to that of an

unfrozen saturated soil since the compressibility of ice is

of the same order of magnitude as water. Such should be the

case until the magnitude of ac is sufficient to cause pressure

melting in the ice, resulting in a substantial pore volume dec-

rease (ie. greatly increasing the effective "compressibility").

During shortterm deviatoric loading of the frozen sample,

part of the load is carried by the soil and part by the ice

matrix. The contribution of the soil skeleton depends partly

upon the level of initial intergranular stresses. However,

the bulk of the strength generated by the soil skeleton is hyp-

othesized as due to the resistance of the pore ice to soil par-

ticles deformations; ie. structural hindrance. With slower

loading, or during long term creep testing, the ice deforms both

both from the applied external load and the load due to defor-
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mations of the sand skeleton such that more of the load is

carried by the soil skeleton. Under these conditions, an in-

creased portion of the total resistance of the system is con-

trolled by the soil components of strength (ie. mechanisms

2, 3(b) and 3(d)).

At the higher confining stresses (Region II in Figure 4.2),

where local pressure melting occurs, a decreased effective

ice resistance to soil particle motion exists, resulting in a

decreased overall frozen soil resistance for both the sand and

silt. Note that this decrease in overall strength closely

approximates the decrease in shear resistance for ice above

about 40 MPa as seen in Figure 2.9.

For the very large confining stresses (Region III in Figure

4.2), a slight increase in "frozen" soil strength is observed

with increasing confinement. Since a solid to liquid phase

change is expected for ice Ih at about o 110 MPa, the soils

in Region III are probably better characterized as unfrozen

soils. If Chamberlain et al.'s tests were indeed undrained,

then the measured quantities were essentially undrained unfrozen

soil strengths. Since the sand possesses no cohesion, the

measured strength is entirely due to the existence of a positive

effective confining stress. Although some effective stress may

have existed due to sample preparation, it probably resulted

primarily from the volume decrease of the sample during the

phase change of the pore ice.

By backcalculating the effective confining stress neces-
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sary to yield the measured strength of the sand (ac> 15 MPa)

and observing that substantial particle crushing occurred in

Region III, the effective confining stress must be quite sub-

stantial. In this effective stress range, the compressibility

of the soil skeleton is no longer orders of magnitude greater

than for water, and hence B becomes less than unity. Conse-

quently, an increase in the total confining stress also causes

a slight increase in effective confining stress. This results

in the observed slight increase in strength with increasing

confinement.

The mechanisms of structural hindrance and tension in the

pores due to dilational effects (3(d) and (b)) should be greatly

affected by the amount of tensile adhesional strength at the soil/

ice interface. Although it is known that an unfrozen water layer

exists between ice and soil, Jellinek showed that substantial

tensile adhesion can develop between ice and silicate surfaces.

However, whether this adhesional strength is significant in com-

parison with the strength of the pore ice in frozen soil remains

unknown. If the adhesion is low, then synergistic interaction

probably cannot exist. If the tensile adhesion is less than

the strength of the pore ice, failure will probably occur by

cleavage between the ice and soil. If the adhesion is higher

than the strength of the pore ice, then failure will probably

occur by deformation within the entire soil skeleton-ice matrix

system. Consequently, the nature of the ice/soil interface

should be studied to develop a better understanding of the
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behavior of frozen soils.

From this discussion, the following points may be made:

(1) the contribution to frozen soil strength due to the

strength of the ice in the pores is significant; the portion

due to the strengthening of the ice over and above convention-

ally tested ice is difficult to quantify analytically; how-

ever, data by Goughnour and Andersland suggest that the effect

of ice strengthening is relatively small (say less than 15%)

in comparison with the other mechanisms of strength;

(2) the existence of tension in the pore ice due to other

than mechanical means is hypothetical and unsubstantiated from

any experimental data; available indirect evidence suggests

that the contribution to frozen soil strength from any such

tension is negligible;

(3) the existence of tension in the pore ice due to dil-

ation of the soil during shear is likely for dilatant soils

such as dense sands and heavily overconsolidated clays, and

should contribute to frozen soil strength; however, the amount

of soil strengthening depends on the magnitud- of the adhesional

tensile strength between the pore ice and soil and the dilat-

ional tendency of the soil skeleton;

(4) the structural hindrance component of mechanical inter-

action between the ice and soil serves to strengthen the system

over and above that for the soil and ice alone; however, the

amount and nature of the interaction depend on the soil system,
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ice strength and the adhesional bonding between the ice and

soil that exists in spite of the presence of the unfrozen water

file between the ice and soil;

(5) for certain conditions, the iechanical interaction bet-

ween the ice and soil may be synergistic; at low confining

stresses, the strength of fairly dense frozen sands is far great-

er than for the unfrozen state (using total stress for the frozen

soil and effective stress for the unfrozen soil) and up to two

or three times the strength of ice at the same testing condit-

ions. At very high confining stresses (say >40 MPa), the resis-

tance supplied by the ice matrix is reduced due to local pres-

sure melting, and the overall strength of the system eventually

becomes smaller than the drained strength of the unfrozen soil.
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5.2.3 Summary and implications of testing program

To help clarify the nature of the various possible mec-

hanisms of strength and deformation in frozen soil, several

test programs were conducted. Creep tests were carried out on

Manchester Fine Sand (MFS) as part of the testing program re-

ported by Martin et al.(1981) and are summarized in Appendix

A.5. Of particular interest to this discussion are the tests

on MFS samples at varying relative density and at different

levels of ice saturation. Some of these results are plotted

in Figures 4.17 and 4.18, and have already been incorporated

into the previous discussions on these mechanisms. In partic-

ular, the large effect of ice saturation on mechanical behavior

suggests that mechanism 3(b) involving tension in the pores due

to physico-chemical interaction is not significant under normal

testing conditions.

In order to gather insight into the nature of the ice-soil

mechanical interaction and adhesional properties, several test

sequences were carried out on nominally spherical glass beads

with two gradations, MS-M (60-200 mesh) and MS-XPX (20-40 mesh).

Each gradation was tested with a wetting and nonwetting (WP)

surface treatment. It was hoped that by varying the surface

properties, the thickness of the unfrozen water film and the

adhesional properties between the ice and soil would be altered.

Thus, the nature of the mechanical and physico-chemical inter-

action between the ice and soil would be clarified. Appendix

A presents details and results from the entire test program on
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the glass beads, Manchester Fine Sand and fine polycrystalline

snow ice. The results of the creep tests on the four types of

glass beads are summarized in Appendix A.3. Typical data for

the MS-M size beads are plotted in Figures 5.7 and 5.8. As part

of this creep test program, drained triaxial compression tests,

grain size analyses and scanning electron microscopy were per-

formed on the unfrozen glass beads. The results from these are

found in Appendix A.l. Details on the sample preparation and

testing procedures are found in Appendix A.2. Further insight

into the nature of the unfrozen water film and the effective-

ness of the nonwetting surface treatment was gained by unfrozen

water content determinations by pulsed nuclear magnetic reson-

ance (NMR) of MS-K size beads. Appendix A.4 summarizes these

results. Some creep tests were conducted on fine polycrystal-

line snow ice at the same testing conditions as for the glass

beads for comparison purposes (see Figure 5.9). These results,

together with the data from tests carried out on ice as part of

the testing program reported by Martin et al. (1981), are sum-

marized in Appendix A.6.

Results and comparisons based on the testing program on the

glass beads are summarized in Table 5.1. From these data, the

following may be noted:

(1) the friction angle for the MS-K size beads, obtained

from CIDC triaxial tests on unfrozen samples run both wet

and dry, is .36.50 for the wetting beads and 340 for the non-

wetting beads;
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FIGURE 5.7 Effect of surface treatment on the creep behavior of MS-M
size glass beads
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FIGURE 5.9 Comparison of creep behavior of frozen saturated MS-XPX size
glass beads (wetting and nonwetting) and fine polycrystalline snow ice
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Bead Type MS-M MS-MWP MS-XPX MS-XPXWP

sieve size 60-200 60-200 20-40 20-40

surface treatment none waterproofed none waterproofed

triaxial testing, unfrozen samples (G; between 0.2-0.6MPa):

drained friction angle W(o) 36.6 33.9

S at peak stress (%) 2.2 2.7

avgD (%) 64 70 -

uniaxial creep testing, frozen saturdted samples:

avg Cm (%) 3.1 1.6 1.9 1.6

avg Dr(%) 100 100 - -

akn~m

Do (MPa I) 0.93 3.26 0.78 2.38

-R3kn (-M)
(kJ/m) 229 164 361 260

unfrozen water content w (%) 1.9 1.1 -

l m treated
avg lOg1 0 ?m untreated 1.65

avg log1 0 tm untreated 1.70 >4.8
tm treated

avg log Sm XPX
tmM treated 0.10

tm
avg log tM

tmXPX treated 0.13

TABLE 5.1

Results of testing on glass beads
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(2) the strain at peak stress from the CIDC tests on the

unfrozen MS-M beads is 2.2% for the wetting beads and 2.7% for

the nonwetting beads;

(3) the frozen saturated samples made from the nonwetting

beads exhibit greater creep than the wetting beads at the same

applied stress and temeprature;

(4) the strain at M for the wetting beads is greater than

for the nonwetting beads;

(5) the frozen samples made from nonwetting beads exhibit

greater stress dependence than the wetting beads;

(6) for the stress levels used, the frozen samples made

from wetting beads possess a greater apparent activation energy

E than for the nonwetting beads;

(7) the larger beads (MS-XPX, 20-40 mesh size) exhibit a

greater creep than the smaller beads (MS-M, 60-200 mesh size)

at the same applied stress and temperature;

(8) the frozen saturated nonwetting glass beads possess less

unfrozen water than the wetting glass beads.

In addition, a comparison of tests on fine polycrystalline

ice and glass beads indicates that even the most creep suscep-

tible of the glass beads tested, the coarse, nonwetting MS-XPX

WP beads were considerably less creep susceptible than the ice

for similar testing conditions. Figure 5.9 plots a typical com-

parison.

From these results, various inferences may be made regarding

the mechanisms of strength and deformation in frozen soils. By
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comparing the creep behavior of the wetting and nonwetting beads

of the same gradation, it is obvious that the nonwetting surface

treatment results in a weaker, more creep susceptible behavior.

This could be due to several possible reasons, as presented

below.

(1) A change in the friction angle of the beads due to the

surface coating would cause an altered creep behavior. A dec-

rease in friction angle was observed in drained triaxial comp-

ression tests run wet and dry on the MS-M size glass beads.

0 0A decrease in friction angle from 36.5 to 340 should corres-

ponds to about a 12% decrease in axial strength, as indicated

in Figure 5.10. Assuming a stress dependence for m similar

to Manchester Fine Sand, and assuming correspondence between

creep test Em vs. a and strength test £ vs. 01, this leads to

at most a 3 X expected increase in m for the nonwetting beads.

However, this is much less than the observed 45 to greater than

104 increase actually observed and hence should not be wholly

responsible for the observed differences in creep.

(2) The surface treatment of the beads may cause changes

in the ice structure. However, although the different surface

coatings may alter the ice nucleation temperature, they should

not greatly affect the granular structure nor grain size of the

pore ice. In any case, the change in ice structure should be

less drastic than for Goughnour and Andersland's (1968) sand-

ice systems, where for an increase in sand concentration from

0 to 42% they observed only a 26% increase in strength. Since
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an altered ice structure is only partly responsible for the ob-

served strength increase, this 26% represents an upper bound

on the effect of an altered ice structure fur the wetting and

nonwettinq beads. Consequently, this should not be respon-

sible for the large difference in observed Em for the two dif-

ferent surface treatments.

(3) A difference in the unfrozen water film between the ice

and glass bead most probably exists in the two cases. Pulsed

NMR determinations of the unfrozen water content indicate that

the nonwetting bead samples possess less unfrozen water than

the wetting bead samples. Assuming that relatively small

differences exist in the unfrozen water attributable to the

pore ice phase in each case, this leads to the conclusion

that the nonwetting bead samples have a decreased amount of

unfrozen water in the film between the ice and glass beads.

Since the specific surface area (SSA) of the differently treat-

ed beads of the same gradation are the same, this implies

that the thickness of the unfrozen water film at the glass/

water/ice interface is decreased for the nonwetting beads com-

pared to that for the wetting bead samples.

Several consequences could arise from this altered inter-

face. Assuming the presence of the previously described hyp-

othetical physico-chemical tension in the film between the ice

and the soil (glass beads), a decreased thickness in this film

suggests a less tightly bound water layer, hence a decreased

tension in the film. This result is consistent with strength
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mechanism 3(c) , as a decreased tension would result in a dec-

reased positive effective confining stress, and hence a weaker,

more creep susceptible sample. However, mechanism 3(c) is

considered to be unlikely due to the other indirect arguments

based on the creep behavior of frozen soils at varying degrees

of ice saturation.

A change in the ice/water/glass interface could cause a

decrease in the adhesional strength between the ice and soil

(glass bead). While the exact mechanism of adhesion between

the ice and glass is not clear, possible mechanisms may be

proposed. Due to the two-dimensional nature of the unfrozen

water film, with relative mobility parallel to the mineral

surface and poor mobility normal to the mineral surface,

strong tensile bonding between the ice and mineral can occur

through the unfrozen water film. This is confirmed by work

on adhesional tensile strength done by Jellinek (1957(a),(b),

1960(c)). The decreased water film thickness for the WP (non-

wetting) beads results from less attraction between the glass

interface and the adsorbed water and hence could be expectedI

to cause less adhesional tensile strength between the beads and

the pore ice. The adhesional shear strength, parallel to flat

mineral surfaces, tends to be a function of the amount of in-

terlocking between the ice and mineral substrate, and hence

the roughness of the mineral surface. This also is confirmed

by Jellinek's work. Although the scanning electron microscopy

(SEM) of the beads appears to indicate that the treated, non-
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wetting beads are surficially rougher than the wetting beads

(see Figures A.2.4 to A.2.7 in Appendix A.2), it seems likely

from a comparison of the creep behavior that any increase in

adhesional shear strength is more than offset by a decrease in

adhesional tensile strength.

This hypothesis is supported by the fact that the strain

mat EM is decreased for the nonwetting beads. Assuming

that the "effective confining stress" and the pore ice behavior

are the same in each case, this suggests that the nonwetting

beads have a weaker, less integral system since the gradation

is the same in each case. Also, the larger gradation bead

samples are slightly weaker (more creep susceptible) , with

a decreased cm Since a larger gradation in particulate

materials leads to larger forces at particle contacts and

between the particles and the pore matrix, a larger adhes-

ional strength between the ice and glass is required to main-

tain the same behavior as for the finer grained beads. For

the larger gradation beads, ice-to-bead forces may exceed the

adhesional strength of the interface, resulting in cleavage

between the ice and bead. For example, a series of frozen sat-

urated samples made from wetting, uniform spherical glass beads

of increasing grain diameter yielded decreasing strength. For

bead diameters above about 5 mm, samples could no longer be

ejected from the compaction molds described in Appendix A.2

without breaking. Consequently, the weaker sample behavior for

the larger gradation also supports the hypothesis that the
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adhesional strength between the ice and glass beads is altered

by the nonwetting surface coating.

From this discussion, it appears likely that the wetting

and nonwetting glass beads possess differing ice/glass adhes-

ional strengths. By assuming that the nonwetting beads possess

a decreased adhesional strength, all of the observed creep beh-

avior at the different gradations may be consistently explained.

While other effects are present in the differently treated bead

samples, such as an altered friction angle, perhaps an altered

pore ice structure and possibly an altered (hypothetical) film

tension, these are not considered to be of sufficient magnitude

to cause the large differences in observed creep behavior.

Since most soils are silicates, they should exhibit an af-

finity for water similar to the wetting glass beads. In addit-

ion, most soils should possess a mineral surface roughness in

excess of that for the glass beads tested. Hence, it is expec-

ted that frozen sand should exhibit an overall (shear and ten-

sile) adhesional strength greater than that for the frozen wet-

ting glass beads.

From this line of reasoning, the testing program verifies

the existence of significant adhesional strength between the

ice and soil in frozen soils, in spite of (or perhaps because

of) the existence of an unfrozen water film at the interface.

This adhesional strength is shown to significantly affect the

overall mechanical behavior of the frozen soil system. This

infers that mechanisms 3(b) and (d) - Effective soil streng-
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thening by interaction dilation and structural hindrance -

are both very important mechanisms, as the pore ice is probably

strongly "bonded" to the soil, especially for the finer-grained

granular soils. Consequently, "synergistic" mechanical inter-

action between the ice and soil is considered to be a dominant

strength mechanism under normal (low confining stress) conditions.
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5.3 Proposed Qualitative Model for Frozen Sand Behavior

Based on the test results, discussions and conclusions

presented in the previous sections, it is possible to propose

a probable model for frozen sand behavior. The key mechanisms

controlling the strength behavior for this model are:

(1) ice strength, which is greater than that in normally

tested ice due to an altered structure, deformational constraints

and different stress states and strain rates; the strength in-

crease of the ice in frozen soils compared to pure ice is sig-

nificant, but small in comparison with the effect of the soil

contribution, as represented by its relative density;

(2) soil strength, which consists of interparticle friction,

particle interference, dilatancy effects and is mainly a func-

tion of the confining stress level and the drainage conditions;

(3) structural hindrance between the soil and ice matrix,

which can be synergistic in nature, ie. the strength of the

composite is greater than the sum of the strengths of the in-

dividual components;

(4) dilatancy effects, in which an increase in the effect-

ive stress due to dilation of the soil skeleton increases the

observed strength for dense sands.

Based on these mechanisms of strength for frozen sand, it

is possible to construct mechanism "maps" for both strength and

creep testing as a function of volume fraction of sand. Figure

5.11 presents such maps for uniaxial (unconfined) compression

data, and indicates the relative importance of each mechanism:
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FIGURE 5.11 Tentative mechanism maps for uniaxial compression of frozen sands
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one for strength testing based on Goughnour and Andersland's

(1968) data; the other for creep testing based on data from

Hooke et al. (1972) and the current testing program on MFS.

In each case', simple linear projections were used to separate

the total measured strength (and strain rate) into the com-

ponents attributed to the proposed mechanisms.

For the strength data in Figure 5.11(a), the ice strength

component is measured at 2.4 MPa at zero sand concentration,

while the component attributed to ice strengthening is assumed

to increase linearly with increasing concentration for all

levels of sand concentration. Structural hindrance accounts

for the component of strength over and above this ice streng-

thening component. An anticipated change in total measured

strength due to dilatancy effects at 50% relative density is

also shown. The relative densities for the Ottawa sand were

computed based on assumed values of maximum and minimum density

for 20-30 mesh sand from Winterkorn and Fang (1975).

For the analogous creep plot (Figure 5.11(b)), the data

for Manchester Fine Sand at an applied stress of 10.9 MPa and

-15.4 0 C are first ploted using a bilinear curve to fit the

data above 40% sand concentration. Then, a line with a slope

similar to that for Hooke et al.'s (1972) data on sand-ice

between zero and 0.35 sand concentration was projected back to

zero sand concentration, yielding an estimated m for pure ice.

A test on polycrystalline ice at the same test conditions as

the MFS yielded a Em too fast to record; however, based on a
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test carried out at a slightly lower stress, the estimated

value 10-2 Is for pure ice at 10.9 MPa and -15.4 OCis not

unreasonable. From this construction, the various mechanisms

of strength may be obtained, as for the strength data in 5.11(a).

For the creep data, the projected lines indicate the minimum

strain rate which would exist in the sand-ice system without

the components of strength shown below the lines.

The bulk of the behavior of frozen soils may be explained

consistently from a knowledge of these mechanisms and unfrozen

soil behavior. Details of these explanations have been pre-

sented in the previous sections, and may be summarized as follows:

(1) for very low confining stresses, the ice matrix is res-

ponsible for most of the strength, both by directly carrying

the applied load and due to mechanical interaction with the soil;

(2) the ice matrix controls the stiength and deformation

behavior of the frozen sand system at low strains and confining

stresses; at greater strains (say above 1% for medium-dense

sands), the mechanisms attributed to soil strength and inter-

action beome more important;

(3) significant adhesional strength between ice and soil

exists; hence, the mechanical interaction between the soil and

ice is probably synergistic at low confining stresses, and

is partly responsible for the high "cohesion" intercept;

(4) as the confining stress increases, strengthening of the

pore ice occurs due to crack inhibition and closure; if the

pore ice is partially saturated such that Skemptons B parameter
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is less than unity, a portion of the confining stress may inc-

rease the effective stress acting on the soil skeleton and

hence lead to increased frictional resistance between the

sand grains; for soils above about 40 MPa, local pressure

melting of the ice results in a decreased ability of the ice

to resist soil skeleton deformations and hence a decreased

overall measured strength; above about 110 MPa, essentially

global pressure melting exists; an observed slight increase in

strength with increased confinement above this level is due to

a decreased soil skeleton compressibility, with a resulting B

value less than one;

(5) for slow loading rates or for longterm creep loading,

the ice matrix undergoes large deformations under the applied

load, and hence more of the applied load is transferred from

the ice matrix to the soil skeleton; this effect is analogous

to partially drained loading in unfrozen soil;

(6) an increase in relative density in the sand results in

rapidly increasing frozen soil strength and decreasing creep

behavior; even greater strengthening of the frozen soil system

probably occurs in the range of dilatant soil behavior;

(7) an increasing ice saturation results in an increased

overall strengthening of the frozen soil system due to a greater

load carrying capacity in the ice and increased resistance to

sand deformation;

(8) a decreasing temperature results in increasing strength

due to a strengthening of the ice matrix;
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(9) the temperature dependence of strength and creep behav-

ior decreases with increasing confining stress level; this must

be due to the decreased effect of the ice matrix component of

strength at the higher confining stresses;

(10) the linear relationship between the logarithm of the

minimum strain rate and the logarithm of the time to this min-

imum is due to an approximately constant strain at the minimum

strain rate and the relative insensitivity of this log-log

plot to small deviations from a constant strain at minimum.
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5.4. Conclusions

In order to obtain a better qualitative understanding of

the mechanical behavior of frozen soil, a thorough literature

review of the nature and mechanics of ice, soil and frozen soil

was undertaken. Based on this review, and various results from

the testing program on Manchester Fine Sand and ice reported by

Martin, Ting and Ladd (1981), possible physical mechanisms con-

trolling the strength and deformation of frozen sand were pro-

posed and discussed. The relative importance, implications

and probable existence of each mechanism were also presented.

These probable mechanisms included: ice strength, soil strength,

ice strengthening, effective stress increase due to dilatancy

effects, effective stress increase due to tension in the unfro-

zen water film, and mechanical interaction through structural

hindrance.

From this study, it was concluded that a need existed to

clarify the nature of the adhesional bond and mechanical in-

teraction between the ice and soil. From the testing program

on wetting and nonwetting glass beads, including uniaxial creep

testing on frozen saturated samples, unfrozen drained triaxial

compression tests, pulsed NMR unfrozen water content determina-

tions and scanning electron microscopy, various inferences into

the nature of the adhesion between ice and soil were made. The

results, summarized in Table 5.1, indicate that the nonwetting

surface treatment was successful in decreasing the adhesional

bond between the ice and the beads. The minimum creep rate
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of the wetting beads was much smaller than for the nonwetting

beads, which implies that sufficient adhesional tensile strength

exists in the wetting bead system to significantly affect the

creep behavior. Since the "coarse" and "fine" wetting beads

are similar to natural sands in gradation and mineralogy, this

conclusion should apply to natural frozen sands.

The nature of the interaction between ice and soil was fur-

ther evaluated by carrying out creep tests on frozen MFS at

varying relative density. These data suggest that dilatancy

causes a significant reduction in the creep of the frozen soil

for medium-to-dense sands.

From these inferences, a better understanding of the mech-

anisms of strength, and ultimately the behavior of frozen soils,

results. The important mechanisms controlling frozen soil beh-

avior consist of the following:

(1) a pore ice strength that is lightly greater than for

normally tested ice;

(2) a soil strength that consists of interparticle friction,

interference and dilatancy effects;

(3) a mechanical interaction between the soil and ice

through structural hindrance, which depends on the adhesional

tensile and shear strength developed at the ice/unfrozen water/

soil grain interface;

(4) a mechanical interaction through dilatancy effects

wherein any tendency of the soil skeleton to dilate is resisted

by an adhesional tensile strength at the ice/unfrozen water/
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soil grain interface which results in a positive increment of

effective confining stress acting on the soil skeleton.

Section 5.3 summarizes these mechanisms, and presents a com-

prehensive model for frozen soil behavior. Figure 5.11 presents

an estimate of the relative importance of these mechanisms for

uniaxial compressive loading of frozen sands during strength and

creep testing. Construction of such mechanism maps aid in

providing a conceptual picture of the behavior of the system.

However, "fine-tuning" of this Figure is necessary. Additional

strength data are required at varying relative density to more

precisely determine the nature of the dilational component of

the strength. Creep data at various degress of sand concentra-

tion at one testing condition are necessary to confirm the

relative effect of ice strengthening. To make such maps more

general, the effect of varying temperature and confining stress

need to be examined; for strength testing, varying E levels

and for creep testing, varying applied stress levels should

be incorporated.

While this model is useful from a qualitative view, it is

desirable to have a theoretically based quantitative model of

behavior, able to predict strength-deformation-time behavior

as a function of the applied stress state, temperature and

structural parameters. One possible approach would include

formulating mathematical mechanistic models of behavior, based

on the mechanical interaction between the ice matrix and soil

grains. Initial attempts at modifying existing models devel-
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oped for asphalt, concrete, fiber- and inclusion-reinforced

composites did not prove useful, as they were not applicable

to the frozen soil system. Instead, the bulk of the quantita-

tive modelling for this Report concentrated on developing simple

empirical models for describing and predicting creep behavior.

Ultimately, it is hoped that a quantitative model will

emerge which can theoretically account for the interaction of

the components in the frozen soil system. Then, one need only

input data on the individual components of the system in order

to determine the system behavior. It is currently not feasible

to obtain such a model. However, it is hoped that the forgoing

presentation of the physical mechanisms of strength and defor-

mation in frozen soils represents a positive step in that dir-

ection.
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CHAPTER 6 QUANTITATIVE MODELS FOR THE CREEP OF FROZEN SAND

The engineer is often required to predict the deformation-

time behavior of a system, first for simple testing conditions

to obtain constitutive relationships and then for more complex

loading conditions. For frozen sand loaded uniaxially under

unconfined compression, the pertinent test parameters are

temperature and applied load, while the sample structure may

often be described by the relative density of the soil and

the degree of saturation of the pores. Though it is desirable

to predict the entire deformation-time behavior, it is also

useful to know if and when the creep of the system will accel-

celerate, changing from primary to tertiary creep.

This Chapter presents simple empirical methods which have-

been developed by the author for predicting various aspects

of the creep, as well as the entire deformation-time behavior

for uniaxially loaded frozen sands. Relatively simple procedures

for evaluating the required model parameters for prediction are

also summarized. Details of the derivations and computations

for this Chapter are found in Appendix B.

To determine if a frozen material under constant load

will exhibit tertiary creep, and ultimately, creep rupture,

some researchers refer to a limiting long term strength (LLTS)

(Vyalov 1973, Rein et al. 1975). While the existence of such

a quantity is hypothetical at present for uniaxially loaded

frozen sand, some data strongly suggest that there is a level

of applied stress below which extremely low creep rates are
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experienced. It is not clear whether this low creep behavior

is actually indicative of a limiting longterm strength; it

may be that tertiary creep would result if the tests were

carried out for sufficiently long times. However, due to ex-

perimental problems with long term testing and equipmment

maintenance at sub-freezing temperatures, the existence of a

true LLTS has not been proven.

Some data from the testing program of Martin et al. (1981)

on MFS appear to support the belief that there is a stress level

below which extremely reduced creep behavior occurs. This crit-

ical stress level, expressed as a fraction (o/o ult) of the ul-

timate strength presented in Appendix A.5, is approximately 0.3

for 40% ice saturated 55% relative density MFS, while for sat-

urated MFS it is about 0.2. One partially saturated sample

was loaded at -14.8 C with 3.04 MPa (0.33 stress level), and

should have exhibited a minimum strain rate m of about

9x10 - /s at a ti of 1110 min, based on the ( a/Ot) cor-

relations for and t to be described later in this Section.m m

instead, the test exhibited a marked drop in strain rate after

about 250 minutes, at a strain of about 0.6%, as shown in

Figure 6.1. After a period of creep at a minimum creep rate

of about 2x10 /s between 7500 and 25000 min., tertiary

creep ensued.

While this tends to suggest that there may be merit to

the hypothesis of a LLTS, or at least a stress level below

which very low creep is observed, the current testing program
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FIGURE 6.1 Results of creep test on 40% Si MFS at 0.3 stress level
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was not lesigned to investigate these possibilities. Conse-

quently this subject is not discussed further.

Based on the wealth of uniaxial compressive creep data

presented in Appendix A.5, Figure 6.2 summarizes the charac-

teristic creep behavior for medium-dense MFS. For saturated

MFS at high stress levels and for partially saturated MFS, a

log - log t plot similar to curve I results. For intermed-

iate stresses, saturated MFS exhibits behavior similar to curve

II, with a downward change in slope of the curve in the primary

creep stage occurring at about 1% strain. At very low stress

levels, a sharply decreased creep is observed in the form of

a drop in strain rate, as in Curve III. This may be indicat-

ive of a limiting longterm strength, as already described.

For a given creep loading situation, it is common to refer

to failure as the point at which creep starts to accelerate,

ie. EM In order to predict the minimum creep of a system,

three quantities are usually used: the minimum strain rate, M

the time to the minimum strain rate, t ,and the strain at

the minimum strain rate, c- Of these, the strain at the
m

minimum strain rate is approximately constant at all stress

levels, exhibiting only a slight decrease with decreasing

minimum strain rate. This trend has been described in Section

5.1 and Appendix B.1, and is plotted in Figure B.1.5 in Appendix

B.l. The c m also decreases with decreasing ice saturation Si

and increasing relative density Dr, as indicated in Tables

A.5.3 and A.5.4 in Appendix A.5.
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6.1 Prediction of the Minimum Strain Rate

The minimum strain rate E. will be predicted using three

different methods. The first is very loosely based on Rate

Process Theory (RPT), using data only from single stage creep

tests. This method employs the following empirical equation to

fit the £m data for samples at a particular Dr and Si:n E

m AT al exp(- -T) (6.1)
0

where T = temperature ( K)

a, = applied stress (MPa)

R = Universal Gas constant

A,n,E = experimentally determined constants

Equations similar to (6.1) have been used by various workers

to describe the creep of ice, notably Glen (1955), Weertman

(1973), Langdon (1973), Gold (1978) and Homer and Glen (1978).

These equations employ Rate Process Theory only in that they

contain a Texp(-E/RT) term to describe the temperature depend-

ence of the creep. Whereas RPT uses the variation in the appar-

ent activation energy E to describe the stress dependence, equ-

ation (6.1) includes an empirical oI term since the RPT is

grossly inadequate for predicting the variation of £ withm

stress for frozen soils. Details of this equation and pro-

cedures for determining the "modified RPT" model parameters are

found in Appendix B.2.

The model parameters determined by applying these

procedures to all of the 20, 40 and 100% ice saturated MFS
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constant load creep data are found in Table 6.1. Figure 6.3

plots the frequency histograms of the ratio of the fitted and

actual tm for each datset.

By using one value of n for all levels of ice saturation,

new A parameters may be computed. These new A coefficients

may then be correlated with degree of saturation using an

equation of the form:

_ n E
im A exp(s. +t)T aIexp(-KT-) (6.2)

where a and a may be determined by iterative regression of

the new A parameters.

Then, noting that the change in strain rate with relative

density is approximately the same for medium-dense (Dr>60%)

sand at various ie saturations, it is possible to use an

equation of the following form to fit the creep data for all

values of al , T, Dr and Si:

= A exp( yDr)exp( )T onexp(---E) (6.3)

where A, a , B , y , n and E are experimentally determined

coefficients, and for MFS,

31 12.54 10 -30000
1.85x10 exp(-12.4Dr)exp(S '5 )Tolexp( T (6.4)= " " 0.30 1T"

The comparison of the fitted and actual m using this

equation is found in Figures 6.4 and B.2.7. From these

Figures, it can be seen that 95% of the fitted data are

within ± 5 times the actual m"

The second method for predicting cm uses stress ratios

based on the ultimate strengths presented in Appendix A.5.

These ultimate strengths are the peak strengths measured in
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Si(% A (s-) n - E/R (OK)

20 1.79xI1047 9.21 34358

40 2.03x10 35  10.41 29781

100 1.09X10 2 5  9.97 25690

TABLE 6.1

Summary of Modified RPT model parameters for MFS:

=A n e-E/RT
m 1
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strain rate controlled tests at the (observed) ductile-to-

brittle transition point. This ductile-to-brittle transition

was determined visually by running a sequence of tests at

varying strain rates and temperatures. The results of such

test sequences on 40 and 100% Si MFS are plotted in Figures

A.5.13 and A.5.12 in Appendix A.5, respectively. This ultim-

ate strength may be approximately represented by:

"ult= 10.1 + 1.50 (MPa) for 100% Si 55% Dr MFS (6.5)

"ult = 2.38 + 0.460 (MPa) for 40% Si 55% Dr MFS

where 0 = -T(°C). Note that these relationships are based on

a limited number of strength tests. A more refined estimate

of the ultimate strength and its temperature dependence would

require a more comprehensive testing program.

By expressing the loading condition in terms of a stress

ratio, both the applied load and temperature are quantified

in one variable. Then, one simple empirical equation of the

following form may be uscd for predicting Lm:
n

Em = A (-- -- )  (6.6)
ult

For MFS, the following equations result:

= 0.196(- ) (/s) ,r2  0.98 for 100% Si (6.7)ult 9.532

L =3.46xlO-(-) (/s) ,r = 0.92 for 40% Sim Oult

The ouality of these fits is shown in Figures 6.5 and 6.6

which indicate that use of this method gives a fit slightly

better than that from using the previously described modified

RPT method.

By averaging the exponent n and using an exponential term
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to describe the effect of saturation, the following equation

results:
4 9.74

= 3.49x1 -4exp(6.lSi) (_-_-) (6.8)m °ui

where cmay be expressed as:

0 Ult = -2.76 + 12.87Si - 0.2330 + 1.730 Si (MPa)

Since data are available from only two levels of saturation,

equation (6.8) is an "exact" fit for the data. The quality of

the fit using this equation is shown in Figure 6.7, and

indicates that 95% of the fitted are within ± 3X of the

actual E . Note that direct comparison with equation (6.4)

and Figure 6.4 is inappropriate, since equation (6.8) and

Figure 6.7 do not account for changes in relative density and

include only two levels of saturation.

In general, equation (6.6) is a far simpler mathematical

expression than the "modified RPT" method using equation (6.1).

The coefficients for the stress ratio equation are easier to

obtain,.the resulting fit is slightly better than for equation

(6.1)and is always centered. However, the modified RPT method

requires only creep test data to evaluate its parameters. For

the stress ratio method, a fairly elaborate strength testing

program is required in order to determine the ultimate strength

at the ductile-to-brittle transition point at several temper-

atures in addition to creep tests. Consequently, the use of

each method depends on the available testing apparati and in-

dividual preference.

It may be possible to use an alternate reference strength
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in the stress ratio method. While the ultimate strengths given

by equation (6.5) are supposedly measur':?d strengths at an

observed ductile-to brittle transition, in reality this tran--

sition was observed at only one temperature for one saturation

level. The values of strength given by equation (6.5) for

both degrees of saturation are based on an assumed constant

applied strain rate of 0.02 /s at the transition. Consequently,

it may be possible to use a standard strain rate for determining

the "ultimate" strength. This needs to be checked by careful

evaluation of the strength at the ductile-to-brittle transition,

compared with the strength at constant rates of strain. If the

latter yield equally satisfactory correlations when applying

equation (6.6), then the strength testing for the stress ratio

method would be greatly simplified, making the stress ratio

method much more attractive as a predictive tool.

By using data from a fraction of the total number of tests,

the above two methods were also used to "predict" the minimum

creep rate for the remainder of the tests. The tests used for

determining the model parameters in each case are summarized

in Table B.2.3. Six tests at 20% Si, 8 tests at 40% Si and

10 tests at 100% Si were selected, all at 55% relative density,

plus one 40% Si sample at 80% relative density. The tests at

each degree of saturation were chosen impartially according to

the needs of the modified RPT model, a represent a small, but

not minimum, number of tests. In each case, the quality of

the "predictions" using only a portion of the data for deter-
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mining the model parameters was similar to the quality of the

fit using all of the data, as indicated in Figure 6.8. Con-

sequently, it appears that fairly good quality 6 predict-

ions may be made using either method based on a relatively

few number of tests. The exact number necessary depends on

on sample and test reproducibility. Table 6.2 provides an in-

dication of the minimum number of tests required and considered

necessary for reliable prediction, together with a summary of

the procedures required for each method.

A third method for mprediction arises from the author's

proposed creep model. This will be discussed in Section 6.3.
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rI

6.2 Prediction of tm

Three methods were used in attempting to predict the time

to the minimum strain rate tm  These are discussed in detail

in Appendix B.3 and are summarized here. The first two

methods combine the linear log tm- log tm correlation for MFS

with each of the two m prediction methods described above.

For 40% Si 55% Dr MFS,

= 4.20x10- 4 t-1.21 (6.9)m m

from Table A.5.9 in Appendix A.5. From the modified RPT

method,

035 10.4 29781m 2.03x To 4 exp(- (6.10)

from equation (6.1) and Table 6.1. Combining leads to:

-33 -.83-8.6 24714
t = 7 .89 X1 0  T 0 1  exp( T (6.11)

0
where tm is in min, m is in /s, n, is in MPa, and T is in K.

The quality of this fit is shown in Figure 6.9(a) and in Figure

B.3.1(a) in Appendix B.3, and indicates that 95% of the fitted

tm are within A3.3X the actual tm

Combining the stress ratio method for tm prediction

(equation 6.7) with the log tm- log tm correlation (equation

6.9) for 40% Si 55% Dr MFS leads to:
3 -7.91

t = 0.17 4 (, - 7.9 (6.12)
ult

where oasis the ultimate strength from equation (6.5). This

fit is very well-centered, with 95% of the fitted tm within

12.5X the actual tm , as shown in Figure 6.9(b).

A direct correlation between (i,/T, and tm gives:
-7.91 2

tm = 0.170(,1() ,r = 0.92 (6.13)
ult
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which is essentally identical to equation (6.12). Hence,

these two procedures for obtaining tm in terms of (0/Gult)

are completely analogous.

From Figure 6.9, it can be seen that both equations (6.10)

and (6.12) yield fairly good results, with the method based on

stress ratios providing a marginally better fit.

A third method for predicting tm was also tried. This

method is primarily based on the premise that the linear

log tm- log tm  correlation is due to an approximately

constant strain at the minimum strain rate, and the relative

insensitivity of the log% - log tmplOt to minor deviations

from this "constant" value, as discussed in Section 5.1 and

explained in Appendix B.I. By using an estimate of cm and

a simple three-parameter (Singh and Mitchell 1968) creep model,

an alternate relationship between m and tm was obtained. This

relationship was then combined with a m prediction method to

yield predictions of tm. As outlined in greater detail in

Appendix B.3, this procedure yields results which are similar

but slightly inferior to those based on the direct log -

log ti correlation. This method is more pleasing from a fun-

damental viewpoint as it utilizes the very basis of the linear

correlation to obtain the m - t relation. However, from an
In m

engineering viewpoint, the direct logt - log t correlation

provides a far simpler and more reliable estimate of tM*
mmThe use of the log _m- log t m  correlation in conjunction

with a tm prediction method was evaluated as a predictive tool
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by using only a portion of the total dataset to obtain the

model parameters. Using the results from only eight of the

creep tests on 40% Si 55% Dr MFS, and ultimate strength evalua-

tions from equation (6.5) based on numerous strength tests,

both the modified RPT and stress ratio based m predictors and

the log m- log tmcorrelation were obtained. Then, the tmPred-

ictors were used together with the log £m- log tm correlation

to obtain predictions of tm . The resulting comparison of the

predicted and actual t. are shown in Figure B.3.4 in Appendix

B.3, and indicate that both methods predict tm to within +3.7X

the actual tm for 95% of the data.

From this presentation, it can be seen that use of the lin-

ear log E.- log tm correlation in combination with one of the

£m prediction methods (modified RPT or stress ratio) does a

fairly good job of fitting the tm data as a function of the

loading parameters. For the testing program on MFS, use of

a relatively few tests (eight in the case of 40% Si 55% Dr

MFS) were sufficient to ensure reliable prediction of tm .

Since a linear log%- log ti correlation typically exists

for individual degrees of ice saturation, these fitting and

prediction methods for tm are certainly applicable for differ-

ent saturation levels. However, since this correlation does

not appear to exist for varying relative density samples (see

Figures A.5.9 and A.5.10 in Appendix A.10), this method is not

easily generalized to include such a parameter.
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6.3 Proposed Creep Models

While it is useful to be able to easily predict m' and

t , it is also desirable to be able to describe the entire
m

strain-time or strain rate-time creep curves for a given

material under specific loading conditions. While several

creep models can describe primary creep behavior, such as the

Singh-Mitchell (1968), Vyalov (1963) or Andrade ti/ 3 (1910)

models, few can describe the complete creep curve from primary

through tertiary creep. Among the few that can model tertiary

creep is one presented by Goughnour and Andersland (1968) for

thp creep of sand-ice materials. However, this model is

rather complex with parameters not easily determined. A sim-

ple creep model that can accurately describe the entire creep

curve over a wide range of loading conditions, and whose par-

ameters can easily be determined experimentally is obviously

desirable.

For partially saturated MFS, the following equation was

found to fit the individual test data quite well:

-mt
At e (6.14)

where A, m, 8 are experimentally determined. A similar equa-

tion was recently developed independently for ice by Assur

(1979). For simplicity, this model (equation 6.14) is hence-

forth referred to as the "Assur-Ting" (AT) model. However,

all of the propsed integrations and techniques for model para-

meter evaluation were developed solely by the author.

Integrating (6.14) for strains,
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8t 1 -m

= +  Ae t S(t) - Ae S(t o ) (6.15)i+l i-i

where S = (-1) (8t) , to =1, m 1,2,3,...i 1
i=l (j-m)

j=l
Details of this integration, together with the development

and analysis of this model are found in Appendix B.4.

The following simplified procedure was developed to obtain

the model parameters needed to fit data for an actual creep

test. Using to = 1 min.,

A = Eo/e (6.16)

For the initial slope mo of the log E - log t curve,

mo Dtnt t 0= M -Stoo= - Znt to

=> m =0m + (6.17)

At the minimium strain rate,

Atm e- [-M + t = 0

=> m = t m  (6.18)

Combining (6.17) and (6.18),
o= (6.19)

Then, by knowing o and m at to and tm for a given testing

condition, the creep model parameters may be easily determined

from equations (6.19), (6.18) and (6.16). This procedure is

outlined in Figure 6.10. By using equation (6.14), the -

t curve may be readily obtained. By also knowing 0 at to

the entire strain-time curve may be computed from equation

(6.15) by evaluating the series S at each time. For typical

creep tests carried well into the tertiary zone, between two

and twenty terms of this series were required for three-digit
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accuracy of the series, with the larger number of terms being

required at larger times. During the primary stage, only 4

or 5 terms were necessary; at the minimum strain rate, about

10 were used.

This technique for determining the "Assur-Ting" model parame-

ters was applied to all of the 40% Si MFS constant load data.

The resulting individually fitted parameters are summarized

in Table B.4.1 of Appendix B.4. The actual and fitted log E

log t curves for a series of creep tests at one stress and

various temperatures are plotted in Figure 6.11. The resulting

integrated strain-time curves are plotted in Figure 6.12

together with the actual data. While excellent agreement

exists between the individually fitted creep models and the data

for each test, remember that this procedure for obtaining the

model parameters does not yield a least squares fit of the data.

Instead, the model parameters were determined from a very

simple method based on information at only two times, to and

tm

A comparison was made between the Assur-Ting creep model

and the Singh-Mithchell creep model for one test. The resulting

strain rate-time and strain-time curves are plotted in Figure

6.13 and show that while the Singh-Mitchell (SM) model does a

good job of fitting the first portion of each curve, it is clear-

ly inadequate for larger times. Note that in the log L-log t

curve, the length over which the SM model appears to fit the

data is exaggerated by the log scale since the strain-time
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plot shows that the SM model actually only accurately fits the

data for the first tenth of the test.

Attempts were made to use the AT model for fitting

and predicting the creep behavior of partially saturated MFS

at varying stress and temperature. Extensive use was made of

stress ratios based on the ultimate strength, as described by

equation (6.15) and Appendix A.5. Although explicit use of

a, and T rather than stress ratios should yield comparable

results, stress ratios were used exclusively due to the inc-

reased ease in fitting and plotting the data with one parameter

rather than two.

Data from eight of the 40% Si 55% Dr MFS constant load creep

tests gave the following correlations:

0 = 0.019( --q-) 2 .96  (/m)

ult
m = 0.78

0

= -0.013 + 0.0426(-- -- ) (6.20)
m a ult

These correlations very closely match the correlations obtained

from using all 40 tests in the dataset. Combining equations

(6.20) to obtain the creep model parameters leads to:
6.57( 8 8.78

m = 0.78 + a (6.21)
2.96

A = 0.0194(a/ul t ) 2.9

exp (6.57(c/ul t ) 8.78

The fitted and predicted parameters and resulting predic-

tions of m and £ are summarized in Table B.4.2 in Appendix
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B.4. Frequency histograms of the comparison between the

predicted and actual M and EMare found in Figure 6.14, and

indicate a scatter in LM not too dissimilar from direct

prediction using equation (6.1) or (6.6), and a fairly good

prediction for EM. To provide a better indication of the

quality of this fit, three predicted tests are plotted in

Figures 6.15 and 6.16. These were chosen as they are indica-

tive of a good fit, a large underestimation and a large over-

estimation of the E mand the EM. The two extreme cases plotted

represent approximately the worst predictions made by this

model with the data used for parameter determination.

As can be seen from the results, the new creep model

does fairly well as a predictive model. Although considerable

over- and underestimation of the creep can occur for a given

test condition, just as with the direct %Mand tm predictions,

such fluctuations may be due to sample variability rather

than model deficiencies.

For saturated MFS, the logFZ - log tm curve typically does

not exhibit continuous upward concavity like the partially

saturated MFS, as shown in Figure 6.17. Instead, a change in

slope of the logm- log tmcurve exists during primary creep,

typically at about 1.2% axial strain. This happens to coin-

cide with the EM for polycrystalline ice, and supports the hyp-

othesis that a change in the strength/deformation mechanism oc-

curs in the frozen soil, as proposed in Section 5.3. Below this

this strain level, creep is probably more a function of the pore
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ice deformation (hence the low m value, similar to that for ice).

At the larger strains where the ice can no longer supply as much

resistance, the frictional strength of the sand skeleton is more

fully mobilized, resulting in a steeper log t- log t curve.

To model the saturated sand data, a modified creep model was

developed. A Singh-Mitchell primary creep model is used for the

initial 1% strain, then the previously described AT creep model

fits the remainder of the curve:

= to < t < tA

A2 t e t > tA  (6.22)

as shown in Figure 6.18.

For the strain,

C = o 1+ml (  - 1) for to = 1, mI $ 1

E = £A+ A2 e t-m 2  - A2e~b.A -12l (6.23)

where S is defined in equation (6.15).

A simple procedure for obtaining the experimental param-

eters based on information at three times, to , tA and tmiS

described in Appendix B.4. Table B.4.4 summarizes the individ-

ually fitted modified model parameters. The individual fit of

of one test is plotted in Figures 6.19 and 6.20. From these

figures, it can be seen that the modified creep model does a

very effective job of fitting both the t - t and c - t data.

Fitting and prediction of the creep data for all values of

01 and T were made using all of the data. The correlations

based on a portion of the data differed only slightly from
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those using all of the data. By using data from only 10 tests,

the following correlations were obtained:

6 = -0.0065 + 0.0362( -r 2 = 0.72

o = 0.139( a) (/m) ,r2 = 0.97
°ult2

a 2
tool = 0.73 - 1 .1 5 ( o-- ,r = 0.44 (6.24)

too2 = 1.06 - 1.37(G-- ,)  r = 0.29
°ult2

t = 0.0095( G ) 8 " 7 (m) ,r2  = 0.98ult

EA = 0.0127 + 0.0038 (1 1 std.dev.)

The details of the fitted and predicted parameters for each

test are summarized in Table B.4.5 in Appendix B.4, together

with the predicted mand Em . Figure 6.21 plots the frequency

histograms of the comparisons between the actual and predicted

m and m and indicate that the modified model typically
M

overestimates both the minimum strain rate and the strain at

the minimum strain rate.

Note that predictions of m based on the modified Assur-

Ting model result as an additional benefit. Such use of these

models constitutes the third method of tm prediction mentioned

earlier in this Chapter.
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6.4 Conclusions

The first five Chapters of this Report sought to under-

stand the behavior of frozen soils from a qualitative view-

point. By drawing upon the literature in ice, soil and

frozen soil mechanics, various possible explanations for the

observed behavior were proposed. These explanations were then

evaluated through additional creep testing on various types

of glass beads, Manchester Fine Sand and ice, allowing dev-

elopment of specific mechanisms controlling the strength and

deformation of frozen sands. While such a qualitative model

is extremely important conceptually, and allows the extrapol-

ation of known behavior to unknown conditions, it can not serve

as an analytical tool.j

Chapter 4 summarizes the various available quantitative

models for frozen soils. These have tended to be empirical

or semi-empirical in nature. For creep, the bulk of avail-

ible models predict only primary creep or are inordinately com-

plex. Few have attempted to predict the minimum strain rate

for frozen soils, which is often considered to be a failure cri-

terion. The thrust of the author's research in the analytical

area was first to develop simple empirical models capable of pre-

dicting the minimum strain rate and the time to this minimum, and

then relatively simple creep models capable of describing all

three stages of creep.

Regarding the prediction of the minimum strain rate, it can

be seen that the Rate Process Theory (RPT) as described in Chaptrr
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2 is not applicable for the overall creep behavior of frozen soils.
n

By empirically modifying RPT with an additional I 1 term to bet-

ter account for the stress dependence, and using a constant

apparent activation energy E (equation 6.1), the creep data for

a particular type of frozen soil can be fitted with some degree

of success. The various parameters for this model can be easily

evaluated from data from a series of constant load creep tests,

as summarized in Table 6.2. Typically, the actual Cm differs

from the fitted Em by a factor of 2 to 4 times. When one

expression is used to fit all of the MFS data at various degrees

of saturation and relative density, this difference may be up

to a factor of &5 times. By using data from as few as eight

to ten creep tests, the modified RPT model can predict the

m for each soil condition with little loss in reliability.

By establishing the ductile-to-brittle transition strength

as a function of temperature through a careful program of

strength testing, it is possible to express the stress and tem-

perature dependence of a sample in terms of one parameter, the

stress ratio O/Ouliequation 6.6). This parameter considerably

simplifies the mathematical expressions and procedures involved

in making m predictions and also results in a slightly better

reliability in fitting and predicting Cm The parameters

for this model can be obtained from a series of creep tests

and strength tests, as summarized in Table 6.2. Although the

current procedure requires determining the strength at the

ductile-to-brittle transition for different temperatures, it
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may be possible that the strength measured at a standard strain

rate would suffice. In that case, the stress ratio method for

E prediction would be extremely attractive. However, addit-

ional experimental work is required to check this possibility.

To fit and predict the time to the minimum strain rate m

a combination of the linear log m log tm correlation with

either the modified RPT or stress ratio m prediction

methods results in a fairly good prediction of t m .Use of

the stress ratio in this case is particularly attractive as

the t Mmay be directly correlated with (cY/Gcl t (equation 6.12).

The Singh Mitchell creep model can also be used to predict

t m when combined with an L prediction method and an estimate

of c However, this procedure, while fundamentally pleasing,
in

is unnecessarily complicated.

For creep modelling of partially saturated MFS, a simple

empirical tertiary creep model (the "Assur-Ting" model) has

been developed which can accurately fit both the t - t and

E - t creep curves at all times for a great variety of testing

conditions (equation 6.14). Using the simple procedure for

determining the AT model parameters outlined in Figure 6.10,

the t - t and c - t curves may be computed. When this model

is used as a fitting tool for all stresses and temperatures

using stress ratios, it yields fits with the same fluctuation

as for direct Lmor tm fits, ie. t 2 to 4X for M. In addi-

tion, the model can predict the entire deformation-time behav-

ior for frozen sands by using data from a relatively small
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number of tests.

With saturated MFS, a break in the log t- log t curve

during primary creep probably indicates a change in deforma-

tion/strength mechanism for the frozen soil, possibly from

ice-controlling to sand-controlling. This behavior can be

fitted with the Singh-Mitchell primary creep model in the ini-

tial stages of a test, and the new Assur-Ting creep model for

the remainder of the test after the break in the curve. This

new modified creep model, together with the simple procedure

for determining the model parameters outlined in Figure 6.18,

can also accurately fit individual - t and C - t test data.

When it is used as a predicting model for all stresses and

temperatures by using stress ratios, however, it typically

overestimates both Em and Em . Although the parameters for the

AT model can be obtained from a few creep tests, supplemental

data from strength tests are required to allow the calculation

of stress ratios.

The explicit use of stress and temperature in the AT creep

models, rather than the stress ratios, is possible by fitting

and tm as with the modified RPT for mand tm . The resuiting

models would probably be similar in quality to those using

stress ratios, but would require no strength testing. However,

this approach involves much more complex mathematical expres-

sions and procedures for extracting the model parameters.

The ultimate goal for quantitative modelling of the

mechanical behavior of any material is an equation of state
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linking strain rate, stress, temperature and various struc-

tural parameters. In this Chapter, empirical equations have

been advanced which express the strain rate as a function

of stress, temperature, relative density and degree of ice

saturation. Work needs to be carried out to determine if the

quations are indeed empirical equations of state. This

requires first rewriting the creep models explicitly in terms

of the applied stress and temperature. The resulting "eguation

of state" could then be experimentally verified with stress stage

and temperature stage data. If the correspondence principle

between strength and creep data previously described in Chap-

ters 2 and 4 were valid in frozen soil, then strength data

could also be compared with the predicted -a relation from

the "eqruation of state". However, owing to the extremely

complex equation of state which results from these models, this

verification would not be a trivial task, especially since the

qualitative physical mechanisms presented in Chapter 5 suggest

different mechanisms as a function of strain level, degree of

confinement, etc.

As has been shown, the Assur-Ting models work very well in

fitting individual creep test data. However, their applicat-

ion as overall models to predict the influence of stress and

temperature will potentially over- and underestimate the actual

creep. Since the same variability occurs for all of the var-

ious tm' t m and deformation models, this scatter is attributpd

primarily to sample variability rather than model error. Con-
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sequently, another area requiring additional work involves this

apparent scatter. Structural parameters other than relative

density and degree of ice saturation are probably needed to

define the structure of frozen soil systems, just as it is

now well established that fabric and anisotropy play an impor-

tant role in strength-deformation characteristics of dry sand

(Ladd et al. 1977). Improved test conditions (ie. better

sample alignment, improved end restraint, reduced sample var-

iability, etc.) may also be warranted.

Model evaluation and development by the author has been

restricted to only one state of sLress, uniaxial (unconfined)

compression. Other stress states must eventually be included,

beginning with a much more thorough investigation of strength

and creep behavior as a function of confining stress level.

In addition, carefully controlled creep and strength testing

at temperatures closer to th melting point need to be under-

taken to see if the proposed prediction methods and creep

models are still applicable above the current test temperature

range for MFS, ie. less than -10 0 C.
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CHAPTER 7 - SUMMARY AND CONCLUSIONS

Frozen soil is an exceedingly complicated material, since

its major components, ice and soil themselves possess complex

behavior and physico-chemical and mechanical interaction.

Frozen soil typically possesses large short-term strength com-

pared with its components, particularly at low confining stresses

(see Figures 4.3 and 4.8), while exhibiting a large creep sus-

ceptibility (see Figure 4.11) , and temperature and stress dep-

endence. This Report has sought to provide qualitative ex-

planations for these and other observed mechanical behavior

by systematically examining all available data on frozen soil.

Specifically, the Report sought to develop and quantify the

various physical mechanisms controlling strength and deformat-

ional behavior. This Report also sought to develop improved

mathematical relationships for modelling and predicting the

the creep behavior frozen sands subjected to unconfined comp-

ressive loading.

By drawing upon an extensive literature survey of ice and

frozen soil, creep and strength test data on frozen Manchester

Fine Sand from the Martin et al. (1981) research on Rate Pro-

cess Theory, and the results of creep tests performed on glass

beads made wetting and nonwetting, various mechanisms of strenqth

were proposed, discussed, evaluated and quantified. The phys-

ical mechanisms which probably control the mechanics of frozen

soil, as summarized in Figure 5.11 for the unconfined compres-

sion of frozen sand, are as follows:

266



(1) an ice strength, which is slightly greater in pore ice

than in normally tested bulk ice due to an altered structure,

deformational constraints and different stress states and strain

rates in the pores; this component accounts for between a third

to a half of the total strength of frozen sand at zero total

confining stress;

(2) a soil strength, which consists of interparticle friction,

particle interference and dilatancy effects; it is mainly a func-

tion of the effective (intergranular) stress acting on the soil

&keleton, which unfortunately can not be directly measured in

frozen soil;

(3) a mechanical interaction between the soil and ice through

structural hindrance, which depends on the adhesional tensile

and shear strengths developed at the ice/unfrozen water/soil

grain interface; this component accounts for a significant por-

tion of the overall frozen soil resistance; and at low confining

stresses results in a synergistic response, ie. the composite

strength is greater than the sum of the component resistances;

(4) a mechanical interaction through dilatancy effects, in

which any tendency of the soil skeleton to dilate results in a

positive increment of "effective" confining stress; this com-

ponent depends on the development of an adhesional tensile

strength at the ice/unfrozen water/soil grain interface and

contributes to the strength of dense frozen sands.

The above mechanisms of strength provide a qualitative ex-

planation for the observed behavior of frozen soil, as presented
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in Section 5.3 and as summarized below:

(1) the ice matrix controls the strength and deformation

behavior of the frozen sand system at low strains and confining

stresses, both by directly carrying the applied load and due

to mechanical interaction with the soil; at greater strains

(above about 1% for medium-dense sands), the mechanisms attrib-

uted to soil strength and interaction become more important;

(3) significant overall adhesional strength exists between

ice and soil, in spite of the unfrozen water film separating

the two, sufficient to greatly affect the mechanical behavior

of the frozen soil system;

(4) as the confining stress increases, strengthening of the

pore ice occurs due to crack inhibition and closure; above

about 40 MPa, local pressure melting of the pore ice results in

a decreased ability of the ice to resist soil skeleton defor-

mations and hence a decreased overall measured strength; above

110 MPa, essentially global pressure melting occurs; an observed

slight increase in strength with increased confinement above

110 MPa is cuased by a Skempton "B" parameter less than unity

due to a decreased soil skeleton compressibility;

(5) once the sand concentration is sufficient to cause grain/

grain contacts, an increasing relative density in the sand res-

sults in a rapidly increasing soil strength and decreasing creep

susceptibility; even greater strengthening of the frozen soil

system occurs due to dilatancy in the medium-to-dense range;

(6) an increasing ice saturation results in an increased
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overall strengthening of the frozen soil system due to a great-

er load carrying capacity in the ice and increased mechanical

interaction due to structural hindrance;

(7) a decreasing temperature results in increasing strength

due to a strengthening of the ice matrix.

The nature of the linear log t m log t m correlation has

been examined. By using simple creep models such as the sec-

ondary creep and Singh-Mitchell 91968) creep models, this

linear correlation is shown to be the result of an apparently

constant strain E at the minimum strain rate, and the relative

insensitivity of a log Lm log tm plot to small deviations

from a constant value of Em

Simple quantitative models for describing the uniaxial

(unconfined) creep behavior of frozen sands at various temper-

atures, stresses, degrees of ice saturation and relative densi-

ties were developed. This research first concentrated on fitting

and predicting the minimum strain rate adthe time tm to this

minimum strain rate, and then the entire strain rate-time and

strain-time creep curves.

Two main methods for fitting and predicting t were used.

The first, the "modified RPT method", requires data only from

creep tests for parameter evaluation. The second, the "stress-

ratio method", uses both creep and strength data. These

strength tests define a reference ultimate strength as a func-

tion of temperature. In this research project, the reference

strength was evaluated at a visually determined ductile-to-
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brittle transition point. While both approaches yield fairly

reliable fits and predictions of the minimum strain rate (typ-

ically 12 to 4 times the actual value for a given soil condit-

ion), the stress ratio method involves a much simpler equation

and fitting procedures since only one parameter accounts for both

stress and temperature. Table 6.2 presents the procedures for

parameter evaluation, together with guidelines for the number

and type of tests required, for both methods.

The modified RPT method can be combined with a linear

log Sm- log tm correlation to predict the time tm to the min-

imum strain rate. Alternatively, the tm can be directly cor-

related with the stress ratio. Each of these tm procedures

yields fits and predictions of similar reliability to the

results.

The research developed a new empirical relationship capable

of describing the entire strain-time curve, similar to that in-

dependently formulated by Assur (1979) for the creep of ice.

For partially saturated frozen sand, the "Assur-Ting" model

employs the simple relationship:

A t-m etS=A e I

where the parameters A, m and 3 can be easily evaluated from

data obtained shortly after load application and the time to

the minimum strain rate. Figure 6.10 outlines this procedure,

which enable high quality fits of individual test data and/or

fairly reliable predictions of the entire E - t and f - t

curves from a relatively limited number of tests. For 40%
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ice saturated MFS, these procedures yielded predictions of

Cm within ± 3 times and em within ± 30% of the actual values

using data from only 8 creep tests, together with the strength

data necessary for evaluation of the "ultimate" strength.

This curve fitting technique was extended to saturated fro-

zen sands by combining the Assur-Ting model with a short segment

of the Singh-Mitchell creep model at low strains. As with the

partially saturated sand data, a simple parameter evaluation

procedure, outlined in Figure 6.18, yields high quality fits of

both the strain-time and strain rate-time data for individual

tests. By correlating the various parameters and time to the

minimum strain rate with the applied stress ratio from a relat-

ively small number of tests, this modified model yields fairly

reliable (albeit conservative) predictions of the creep behavior.

Using data from 10 creep tests, this modified model yielded

predictions of m within 3 times and EM within 70% of the

actual values.
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APPENDIX A.1 Properties of Glass Beals

Four types of glass beads were chosen for creep testing

in the frozen state. Two different gradations, MS-M and MS-

XPX and two different surface treatments, waterproofed (WP)

and nonwaterproofed, were used. The MS-M size beads are

similar in gradation to Manchester Fine Sand and are manu-

factured by Ferro Corporation, Cataphote Division, PO Box

2639, Jackson, Mississippi 39205. The manufacturer classifies

the beads as "Class III Microbeads Glas-Shot", and makes them

from high-grade glass as an abrasive for blasting and cleaning.

According to the manufacturer's specifications, the beads are

spheroidal in shape, containing not more than fifteen percent

irregularly shaped particles and not more than three percent

angular particles. The waterproofing consists of an integral

molecular film of silicone material applied to the beads at

200 0C. Owing to the proprietary nature of the surface treat-

ment, additional details on the nature and type of treatment

are not available from the glass bead manufacturer.

Table A.1.1 summarizes the results of tests performed to

to establish the reference characteristics and mechanical beh-

avior of the unfrozen beads. Grain size curves are found in

Figure A.1.1. CIDC loading triaxial tests were carried out on

MS-M and MS-M WP samples prepared by dry vibration on a shaking

table, then sheared at U.03 % strain/sec in a MIT-modified

Wykeham Farrance triaxial cell. Samples sheared wet and dry

indicate that the presence of water has little effect on the
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frictional characteristics of the unfrozen beads. Also, the

effect of varying confining stress in the range 0.2 to 0.6 MPa

had relatively little effect on the friction angle for either

type of bead. Overall, however, the treated beads possess a

lower friction angle than the untreated beads. A summary of

these triaxial tests, together with detailed stress-strain

curves for each test, are found in Table A.1.2 and Figures

A.1.2 and A.2.3.

In order to better examine the particle shape, surface

texture and nature of the surface treatment, scanning electron

micrographs were taken of each type of bead at various levels of

magnification. These are found in Figures A.1.4 through A.1.7.

As can be seen from a comparison of the 5000X micrographs of

the waterproofed and nonwaterproofed surfaces, the treated

(waterproofed) surface has a greater surface roughness due to

the coating, although it possesses a lower overall friction

angle.
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Property MS-M MSM WP MS.XPX MS-XPX WP

nominal size ranges 60-200 60-200 20-40 20-40

(US sieve numbers)

surface treatment none waterproof none waterproof

specific gravity 2.50 2.47 2.51 2.51

3
Yd max (t/m3)* 1.552 1.585 - -

Yd min (t/m3)** 1.422 1.452 -

drained friction
angle 36.60 33.90

axial strain at
peak stress 2.2%± 2.7%±

average D of
samplesr 31% 70%

• by dry vibration

•* by dry pluviation

TABLE A.1.1 Properties of glass beads
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U.S. Standard Sieve
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100
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10 1.0 0.1 0.01

FIGURE A.1.1 Grain sizes of tested materials
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FIGURE A.1.2 Results of CIDC tests on MS-H glass beads
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FIGURE A.1.3 Results of CIDC tests on MS-N WP glass beads
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APPENDIX A.2 Sample Preparation and Testing for Unconfined

Creep of Saturated Frozen Glass Beads

The preparation of the frozen saturated glass bead samples

for creep testing entailed several stages: (i) dry vibration,

(ii) saturation, (iii) freezing, and (iv) ejection. Preparat-

ion was carried out in molds designed for the preparation of

Manchester Fine Sand samples using the undercompaction method

described in Martin, Ting and Ladd (1981). Figure A.2.1 shows

a schematic diagram of the mold. During stage (i) of the pre-

paration, parts 2 through 5 were bolted together with four

bolts (part 7) , as glass beads were poured into the vibrating

mold. After the mold was full of vibrated beads, part 2 was

unbolted gently, and the top was scraped flat and was cleaned

to ensure a squared top. The entire mold was then bolted to-

gether with bolts 6 and 7 to ensure a vacuum-tight seal.

The entire mold was then evacuated from the bottom and top

through ports 9 and 10, as in Figure A.2.2. After 45 minutes

to 1 1/2 hour of evacuation, deaired distilled water was intro-

duced into the mold through the bottom port of the mold while

the sample was kept under vacuum. The level of water in the

sample was allowed to increase gradually by controlling the

the height of hydrostatic head of the water source. Saturation

was considered complete after several voidl vo umes of water

flowed through the sample, and no bubbles were seen in the tube

leading from the top of the sample mold. The ports at both ends

were then closed off. The saturation procedure by itself usually
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took between 1 1/2 to 10 hours to complete.

The saturated samples were then placed upside down in a

freezing cabinet, with the top port connected to a source of

free water at +50C. Cork insulation was placed around the mold,

leaving the bottom exposed, as in Figure A.2.3. Cooling brine

at about -4&o C was circulated in the walls of the cabinet, al- *

lowing freezing to take place in the sample from bottom to top.

Volumetric expansion of the pore material during the phase

transition from water to ice was accomodated by pore water ex-

pulsion through the drainage tube.

After a minimum of twelve hours in the freezing cabinet,

the sample was removed from the cabinet and taken to a cold room

with an air temperature less than -40C. Removal of the sam-

ple from the mold was accomplished by dismantling parts 1, 2

and 5 from the Lucite sleeves 3 and 4. The inner sleeve and

sample were separated from the outer sleeve by a hydraulic

press and the sample was removed from the split inner sleeve,

weighed, measured, wrapped in cellophane and stored at -9 C.

Unconfined creep testing was carried out in a test setup

as shown in Figure A.2.4. and as described in Martin et al.

(1981) . The entire setup was located in a cold room set at

-99C. An air jack equipped with a frictionless rolling dia-

phragm and a linear ball bushing, manufactured by Bellofram

Corp. of Burlington, MA, applied the load. A Bellofram bleed-

er-type regulator controlled the air pressure to within ± 0.069

kPa (0.01 psi), which translates to a sample stress variability
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of about 2.8 kPa (0.4 psi) . For tests conducted during the

summer months, icing in the pressure lines was a problem. A

cold stage setup as illustrated in Figure A.2.5 was used, and

the pressure lines were blown or melted clear of ice periodic-

ally.

A circulating coolant bath controlled the sample tempera-

ture. Circulation and temperature control of the coolant was

accomplished with a Lauda K4R bath and controller built by

Brinkman Instruments. Temperature variation of the glycol

bath around the sample in the test cell was typically -L 0.02 C,

when the unit was functioning properly. Icing of the refrig-

eration coils and low coolant level in the bath resulted in

poor temperature control. Periodical warming of the bath to

above melting and checking of the bath level were required.

For temperature stage tests, an auxiliary heater was used in

the bath to effect a more rapid temperature change in the bath.

A Collins type SS-103 linear motion transducer (DCDT) with

a maximum stroke of 6.35 mm(l/4 in.) measured the axial def-

ormation of the sample near the top of the sample. This trans-

ducer, manufactured by G.L. Collins Corp., Long Beach CA, was

chosen for its high sensitivity and low temperature coefficient.

The lower bound of strain rate measurement was approximately

10 -l0/s, based on the assumption that a deformation equal to

ten times the zero stability took place per day.

Temperature measurements were made on thermistors which

together with the data acquisition system could detect a tern-
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peature change of 0.005C. Thermistors were located in the

Lauda bath, in the test cell near the sample, and in the room

near the loading jack.

Sample setup was carried out by first encapsulating the

sample and endcaps with a thin latex membrane. Several O-rings

provided a fluid-tight seal between the endcaps and the memb-

rane. The sample and endcaps were then placed in the test cell,

which in turn was placed in the load frame. The alignment pin

at the base of the load frame assured precise alignment between

the loading piston and the test cell. Alignment between the

sample and the endcaps was done visually as the loading piston

was gradually lowered into contact with the steel ball resting

on the topcap. After ensuring proper alignment, a small seating

load of 0.50 ± MPa was applied to the sample, and the glycol

bath was circulated for a minimum of six hours prior to creep

testing to allow for complete thermal equilibration at the test

temeprature.

To initiate a creep test, the valve in the air supply line

between the regulator and the air jack was closed, the regul-

ator adjusted to the required level, and the valve opened.

The first data point after the opening of the valve, usually

within five seconds, signifies time zero for each test. Stress

stage tests used the same procedure as for initial load applic-

ation. For temperature stage tests, the temperature was usual-

ly increased in the bath. The temperature controller was first

turned to the appropriate level, then an auxiliary heater was
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placed in the bath until the desired temperature was reached.

The heater was then removed from the bath. For a typical tern-

perature stage of about 2.5 C, the temperature of the bath

could be changed in less than 3 minutes. However, this temper-

ature change does not reach to the core of the sample immedia-

tely. Based on data on partially saturated Manchester Fine

Sand from Martin et al.(1981), at least five more minutes are

required before the temperature change reaches the center of

the sample. Consequently, a total of 8 minutes elapses for a

typical temperature stage of 2.50C to be fully effected.

All measurements of deformation and temperatures were rec-

orded electronically by a Kaye Instruments System 8000 data*

logger, and were converted to punched paper tape on a Facit

paper tape puncher. The minimum data interval used was about

six seconds, with typical data intervals being 1 to 60 minutes,

dependinq on the test duration and testing conditions. The

data from the punch paper tape were fed into a PRIME computer

at the CRREL computer facility for manipulation and plotting

of the results.

Strains were computed from the displacement transducer

information based on the initial sample length. Due to the

relatively small axial strains involved, .resses were computed

based on the initial cross-sectional are Strain rates were

computed based on the slope between adjacent points. Where

the data interval was so small compared to the creep rate that

distinct strain rate jumps were observed, a larger data inter-
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val was used. For the extremely low creep rates (10 to

10-10 /s), a linear least squares regression was used to fit

segments of data in order to accurately determine the strain

rate.

Plots of strain-time, log scrain rate-log time and log e-

log c were made directly from the data. Due to the typically

small time intervals between data readings, almost continuous

lines are formed, as shown in Figure A.2.6. Note that all plots

of creep test data in this Report are not smoothed curves

through the data, but are accurate representations of the ac-

tual data.

After testing, each sample was recovered and cut into five

slices for individual water content determinations. From these

data, water content profiles were made for each bead type. As

can be seen from the data plotted in Figure A.2.7, all bead

samples had a lower water content in the middle than at the

ends. This general trend is similar to that observed for fro-

zen Manchester Fine Sand, and is attributed to moisture migra-

tion to the ends during freezing, since the same profiles were

measured for samples cut after freezing and storage, without

testing. The moisture content is in general more uniform for

the glass beads than for the MFS, however. For the MS-M beads,

no noticeable difference can be detected between the profiles

of the treated and nontreated beads.
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60 part description matl qty.
1 top brass 1

2 collar lucite/brass 1
3 inner sleeve lucite 1

4 outer sleeve lucite 1
5 base brass 1
6 thru bolt/nut steel 4
7 bolt/nut steel 4
8 porous stone s.steel 2
9 top port brass 1

10 bottom port brass 2

11 O-ring rubber 3
7 I4

I I
i I

threadoed

10 10

FIGURE A.2.1 Schematic of compaction mold
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FIGURE A.2.2 Schematic of evacuation/saturation apparatus
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FIGURE A.2.3 Schematic of apparatus for freezing samples
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APPENDIX A.3 Results of Creep Tests on Glass Beads

Unconfined creep tests were carried out on each of the four

types of glass beads (Dr = 100%) at various temperatures and

stresses. Constant load, stress stage and temperature stage tests

were performed in the manner previously described in Appendix A.2

and in Martin et al. (1981). The purpose of each test sequence

was to establish the general creep behavior and stress and tem-

perature dependence of creep for each bead type. Comparisons

were desired between beads of the same gradation with differ-

ent surface treatments. Also, it was possible to assess the

effect of particle size and the effect of surface roughness by

by comparing the MS-M and MS-XPX bead tests, and the MS-M beads

and Manchester Fine Sand results, respectively.

The test conditions and results for each test are tabulated

in Tables A.3.1 and A.3.2. and are plotted in Figures A.3.1

through A.3.9. Note that owing to the difficulty in ensuring

proper evacuation and saturation during sample preparation,

some of the samples which were made and tested are not consid-

ered to be representative tests. The tests summarized in Tables

A.3.1 and A.3.2 are those which were carefully controlled dur-

ing sample preparation, and are considered to be valid and

representative tests. Table A.3.3 summarizes the results

derived from these tests.
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quantity MS-N MS-M WP MS-XPX MS-XPX W;

(tm 3 ) 1.554 1.585 1.613 1.637

±1 std. ±0.021 ±0.016 ±0.009 ±0.013

C(%M 3.08 1.62 1.52 1.64
±1 std. ±0.88 ±0.44 ±0.63 ±0.92

from -R--- M Cs1 MPa- 1 0.93 3.26 0.78 2.38

mi m E -RD.n(E:/T) (kcal/mole ) 54.8 39.1 86.2 62.1

Eata 3(1/T) (k/mole) 229 164 361 260

from -. k-- (MPa ) 0.63 0.67 1.15 1.76

sa E RnF/ (kcal/m) 29.6 28.2 47.4 35.9

tests 2 a(1/T) (kJ/m) 124 118 199 150

TABLE A.3.3

Summary of creep testing on glass beads

299



1074'

0 MS-H
SMS-M WP

AMS-XPX
£MS-XPX WP

10- 5

* 2.11

@1.28

mE

(s ) 1.46

•1.29
10 -  !

03.77

1"894O.95

10 - 7
.3

2.68

2.o9 1.51

2.15 A

10-101 102 tm (min) 10 3  10

FIGURE A.3.1 Results of constant load creep testing on glass beads
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FIGURE A.3.2 Results of creep testing on MS-H (wetting) glass beads
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APPENDIX A.4 Results of Unfrozen Water Content Determinations

of MS-N Series Glass Beads

Unfrozen water contents were determined by A. Tice of CRREL

by nuclear magnetic resonance (NMR) in the manner described

by Tice, Burrous and Anderson (1978) using a Praxis model PR103

pulsed NMR analyzer operated in the 90 degree mode with a 0.1 s

clock. Unfrozen water contents (w U= weight of unfrozen water/

weight of solids) were determined from the first pulse amplitude.

Each sample was taken through one warming and cooling cycle,

and exhibited very little hysteresis, as shown in Figure A.4.1.

A total of eight frozen glass bead samples were prepared,

4 each from MS-M and MS-M WP beads. For each type of bead,

samples were prepared by mixing, tamping and freezing beads at

10 and 20% water content, trimming an intact portion from a

frozen saturated sample prepared for creep testing, and by pul-

verizing a portion from a frozen saturated sample prepared for

creep testing.

Essentially no difference in unfrozen water content existed

between the pulverized and intact samples cut from the sample

prepared for creep testing, as can be seen from Figure A.4.2.

Since such low unfrozen water contents exist for these beads,

it is difficult to completely analyze the unfrozen water con-

tent data in the manner suggested by Martin et al. (1981).

However, there is sufficient resolution in the NMR data to show

that the treated, hydrophobic (MS-M WP) beads uniformly possess

a lower unfrozen water content than the untreated, hydrophilic

31)9



(MS-M) beads. For temperatures below about -f C, saturated

MS-M beads possess about 1.9 % unfrozen water, while saturated

MS-M WP beads possess about 1.3 % unfrozen water. For the MS-M

(untreated) beads, about 1 % of the total unfrozen water may

be attributed to the solid bead surface, while the remainder

may be attributed to the ice phase, as can be seen in Figure

A.4.3. The 1 % value is inferred form the observation that the

unfrozen water content remains essentially constant below
0

-8 C. However, due to the low unfrozen water content in the

MS-M WP beads, it is not possible to separate the total unfro-

zen water content in portions attributable to the solid and

ice phases.
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APPENDIX A.5 Results of Testing on Frozen Manchester Fine

Sand

A comprehensive program of unconfined creep testing was

carried out on frozen Manchester Fine Sand (MFS) as part of

the joint MIT-CRREL research project on the evaluation of the

Rate Process Theory (RPT) , as reported in Martin, Ting and

Ladd (1981). Extensive sequences of constant load, temper-

ature stage and stress stage creep testing were carried out

on 40 and 100 % ice saturated (Si) MFS samples at 55 % rel-

ative density (Dr) . A smaller test program was performed

on 12 and 20 % ice saturated samples at 55 % Dr, and on 40

and 100 % ice saturated samples at varying relative density.

Tables A.5.1 through A.5.4 tabulate constant load creep data,

while temperature stage tests are summarized in Tables A.5.4

through A.5.7. Table A.5.8 tabulates stress stage test data.

The values of relative density reported in these tables were

computed using maximum and minimum dry densities of 1.707 t/m 3

3
and 1.370 t/m ,respectively (Perrone 1978).

Typical stress-strain data are plotted in Figure A.5.1 for

a family of tests carried out on 40 % Si, 55 % Dr MFS at an

applied axial stress of 4.78 MPa (693 psi) and varying tem-

peratures. Figure A.5.2 shows the corresponding log t - log t

data. A family of creep curves for 40 % Si at one temperature

and varying stress levels is plotted in Figure A.5.3. Simi-

larly, families of creep curves for saturated, 55 % Dr MFS at

at constant stress levels and constant temperature are found
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in Figures A.5.4 and A.5.5, respectively. Note that the shapes

of the log E-log t curves for the 40 % and 100 % Si samples

are different; whereas the partly saturated samples exhibit

a constantly increasing second derivative of strain with res-

pect to time ( ie. d 3 E: /dt 3  > 0 ) , the saturated samples pos-

sess a break in their creep curves during "primary" creep,

where an increasing negative change in slope of the log t

log t curve is observed. However, fairly good reproducibility

of test results is observed for both cases.

For the partially saturated samples subjected to single

stage constant loads, Tables A.5.2 through A.5.4 tabulate the

initial slope m 0 , the strain cadstrain rate toafter one

minute of load application. For the saturated MFS samples,

the initial slope m Oland slope in0 2 after the break in the log ~

log t curve are tabulated in Tables A.5.1 and A.5.4 together

with the strain e 0 adstrain rate E one minute after load app-

lication, and strain 6 and strain rate t at the break in the

curve.

The constant load creep data for 55 % relative density MFS

samples show excellent log - log t m correlations, as can

be seen from Figure A.5.6. These correlation coefficients,

together with other observed and computed parameters for MFS

MFS at 55 % Dr are found in Table A.5.9.

The effect of varying relative density for 40 and 100 % Si

Manchester Fine Sand at constant stress and temperature is found

in Figures A.5.7 through A.5.10. Note the change in rate of
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decrease in minimum strain rate with increasing Dr for the

saturated MFS at about 60 % relative density.

After creep testing, each sample was cut into five slices

for individual water contents. Results of these water content

profile data for 20, 40 and 100 % Si MFS at 55 % Dr MFS are

found in Figure A.5.11. For the 40 % saturated samples, which

were frozen from both ends, significant moisture migration is

evident due to the mode of freezing. For the 20 % Si samples,

far less migration occurred, probably due to a lack of availa-

bility of free water in the pores. For the saturaited samples,

which were frozen from the bottom end first, some moisture mig-

ration occurred towards the bottom end.

Numerous attempts were made to obtain an "instantaneous"

reference strength for the Manchester Fine Sand at 55 % rela-

tive density. By carrying out rapid strain-rate controlled

unconfined strength tests, it was hoped that the strength cor-

responding to the "ductile to brittle transition" could be ob-

tained. By using a special set of aligning jigs in an MTS

testing facility equipped with an environmental chamber, good

reproducibility in observed strengths was obtained for observed

strengths for each strain rate. Details on the testing facility

and procedure are found in Martin et al. (1981).

By varying the applied strain rate, ductile or brittle frac-

ture modes could be induced. Visual inspection of each sample

after testing ascertained whether brittle fracture or ductile

ductile failure had occurred. The results of this testing pro-
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program for 40 and 100 % ice saturation are found in Tables

A.5.10 and are plotted in Figures A.5.10 and A.5.11. Based on

these data, the following estimates of "instantaneous strength"

for MFS at 55 % relative density were used:

" = 10.1 + 1.5 0 MPa for 100 % Si

a = 2.38 + 0.46 6 MPa for 40 % Si.

where 0 = -T (°C)

Note that the estimate of ultimate strength for the 40% Si

MFS differs somewhat from that provided by Martin et al.(1981).

Martin et al. fitted one line through both 40 and 60% Si data

at strain rates of 0.18 and 1.6 /s, respectively. The estimate

provided here is based on only 40% Si data, "adjusted" empiri-

cally to a strain rate of 0.02 Is by using the saturated MFS

data, where a visually observed ductile-to-brittle transition

was observed at this strain rate.
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quantity MFS 20% Si MFS 40% Si MFS 100% Si

Em (%) 2.13 2.69 4.61
±1 st. dev. ±0.45 ±0.46 ±0,99

em
= Bt I

m 
0

B (s- 1 2.78x10 -4  4.20x10 -4  8.10x10 -4

Y -1.194 -1.205 -1.129
2Y 0.991 0.993 0.987

no. of data pts. 7 40 28

RPT parameters:

E AF- o
AF (kJ/mole) 455 488 316

(MPa-1 ) 114 62 14.5

TABLE A.5.9

Summary of observed and computed quantities for MFS at 55%D r
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10-

40% S. 55% D HFS
1 r

=Y 4.78 MPa

10

-117

S(S- 1

100

10

10101 t (min) 10 1

FIGURE A.5.2 Results of creep testing on 40% S.i 55% D rMFS at

0y1 = 4.78 MPa, various temperatures
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6.55 40% s. 55% D MFS

10 -6.0MaT -18.86C
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10-

210 8
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F'IGURE A.5.3 Results of creep testing on 40% S.i 55% D rMFS at
-18.8 C, various stresscs
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Sym S.% B (s- ) y r 2 n

0 20 2.78 E-4 -1.194 0.991 71

a 404.20E-4 -1.205 0.993 40

55% D I4FS
r

10- 5 
= Bty (t in min.)

100% S.

10-6 3.

40% s.

20% S.

00
100

10 1 10 2 t (min) 1

FIGURE A.5.6 Summrary of minimum creep data for 55% relative density
M~anchester Fine Sand at various degrees of ice saturation
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0=4.83 MPa
0

T -18.8 C
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m

±2 std.dev.

10-6
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100 20 40 60 80 100

Relative density D (%)
r

FIGURE A.5.7 Results of creep) testinq on 40% S. MFS at varyin~i 1)
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nominal 40% S.MFS
1

-418.5% 80-20-1 0~4.83 MPa
10 - T =-18.8

0 C
42.4%

57% +

10- 04-

-1 D =79.2%

-612

9-40

m

10 80-80-1

100 10 t (min) 10 B

FIGURE A.5.9 Results of creel) testing on 40% S. MFS itry1~iI
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saturated MFS

a 1= 10.5 MPa

10-4 T = -15.4O 0c

6.7 S80- 20-2

-5

10 9080.0%S8040-

10- 
1

10 10 t (min) 10 1

FIGURE A.5.10 Results of creep testing on saturated MFS at varying

relative density
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applied (s 1) 0.2 6

V 0.26 V0.11
o 0.11
o3 o.020
o 0.011

40 open =brittle0.2000
solid = ductile

0peak 0.011
(IlPa) 3tests

35 rittle

'ductile- '
brittle~ ductile

30 10.1+1.56 3 tests

25 
-

-10 -15 T ('C) -20

FIGURE A.5.12 Unconfined strength tests on saturated MFS at
55% relative density

15

o 101 0.18

a open =brittl'3
peak
(MPa)brtl

10 23 .6

estimated by assuming
cat ductilebrittle transi-

tion is 0.02 s and using

Ul-for saturated

5 MFS

-10 15T (0 C) -20

FIGURE A.5.13 Unconfined strength tests on 40% S.1 55% D r 4FS
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APPENDIX A.6 Results of Creep Testing on Ice

A series of unconfined creep tests was conducted on fine

polycrystalline granular ice as part of the MIT-CRREL research

on the evaluation of the Rate Process Theory. Some tests were

also performed as part of the author's study of the mechanisms

of strength in frozen soil. The ice samples, supplied by D.

Cole, were prepared using either of two methods developed at

CRREL (Cole 1979). The first technique involved the prepara-

tion of a compact of dry ice grains which was initially flush-

ed with carbon dioxide (CO02) and then was flooded with deaired

distilled water at 0 OCat a fairly slow flow rate. The other

technique involved the evacuation and subsequent flooding of

the ice grain compact with deaired distilled water under vac-

uum. Both techniques yielded relatively bubble-free fine-

polycrystalline granular (snow) ice samples.

Prior to testing, the samples were removed from the -30 OC

storage cold room and allowed to equilibrate for at least 8

hours at -10 OC. The samples were then trimmed to size using a

lathe, and the ends sq~uared using a squaring jig. The final

sample dimensions were similar to those for the MFS samples,

but were limited by the trimming process and by the nature and

location of any imperfections in the original ice samples.

The final sample dimensions averaged 35.8 mm in diameter and

82.2 mm in height. The trimmed samples were then set up in the

creep test apparatus previously described in Appendix A.2.

The test procedures followed for the ice samples were the same
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as for creep testing of frozen glass beads and MFS samples.

Three basic types of unconfined compressive creep tests were

carried out: single stage constant load tests, temperature stage

tests and stress stage tests. The results of the tests on the

ice samples are summarized in Table A.6.1. For the range of test

conditions imposed, the data indicate that the strain at minimum

strain rate, Em' is between I and 2 % for ice. Also, for these

test conditions, ice possesses an apparent activation energy

between 30 and 50 kJ/m, based on temperature stage tests. These

values of apparent activation energy, E, are much lower than

the values similarly obtained for saturated and partially sat-

urated Manchester Fine Sand and wetting and non-wetting glass

beads of different gradations. The values of the EM for ice

are also generally lower than MFS and wetting (non-treated)

glass beads, but are about the same as for the nonwetting

(treated) beads.
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Fine polycrystalline

0- 3 19-8 snow ice

10-

-1

19-1

m

10-

10 0 10 1 t (min) 10 2

FIGURE A.6.1 R~esul~ts of creep testing Qn fine polycrystallinie snow
ice
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APPENDIX B.1 Details on the Nature of the Linear log tM- log tm

Correlation

A log linear correlation between the minimum strain rate,

im' and the time to minimum, tm , has been observed for many

engineering materials. These observations have been mentioned

in Chapter 2 and Appendix A.5, and are summarized in Figure B.1.1.

This Appendix examines the underlying reasons for this apparent

linearity in the hope that such an understanding will lead to

better qualitative and quantitative models for creep, especially

for frozen soils.

A secondary creep model such as proposed by Ladanyi (1972)

was initially used to study the implications of such a linear

log Lm- log tm correlation. According to this model,

E =mt+CE (B. .1)

where Mis a constant secondary strain rate, and Ci is the initial

strain. This leads to:
E:m- Ei

t (B.I.2)
m

where for c >> E:

t -m (B.1.3)
Cm

This model is illustrated in Figure 4.19.

Then, the contours of constant strain based on this model are

given by:

log t = log 6 - log

=> dlogtm = - 1 (B.1.4)
dlogt

This equation describes a family of straight lines with slope

-1 as shown in Figure B.1.2 (drawn for , = 0). Notice that

344



for the larger strains, relatively little separation exists

between the strain contours.

Since the materials which are plotted in Figure B.1.1 have

a slope of between -0.8 and -1.2, the secondary creep model sug-

gests that the strain at the minimum strain rate is approximately

a constant for each material. However, the slope of the log~m -

log tm line is not exactly -1, and the strain at Em is not ab-

solutely constant. Instead, for frozen MFS, the slope is -1.2,

and the strain at m typically decreases with decreasing minimum

strain rate. This trend is predicted by this secondary creep

model as plotted in Figure B.1.2. For unfrozen Haney clay, with

a slope greater than -1, the strain at the minimum strain rate

increases slightly with decreasing minimum strain rate. This

trend is also consistent with the secondary creep model.

The actual shape of the - t creep curves bears no resem-

lance to the secondary creep model. Consequently, if the ac-

tual m - tm points for each test are plotted in Figure B.1.2,

the actual data do not fit within the strain contours predicted

by the secondary creep model.

A more refined creep model, the Singh-Mitchell (1968) three-

parameter primary creep model, was also used to examine the

linear log tm - log tm correlation. This model states:

A e (LI)m (B.1.5)

where D = stress in dimensional or dimensionless form

tl= some initial time

A, a, m = experimentally determined coefficients
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Then, for m y 1, e = E1 at t = ti , t I = 1,

S + e D (t l - m - 1) (B.1.6)

where e is the strain at time t.

Combining these two equations,

t m + -M ttr ) (B.1.7)

where is the strain rate at strain .

For £ >> El t >> t I and m < 0.6,

;-r t (B.1.8)

Combining equations (B.1.6) and (B.1.8), the contours of

constant strain may be plotted for any given m. This has been

done for m = 0.6 in Figure B.l.3. The slope of these constant

strain lines is obtained by manipulating equation (B.1.7):

rn-1
loge loge1 + loge + log[t(l-t )] -log(l-m)

dlog = slope = -1 - dlog(l-t m-) (B.1.9)
3dlogt

For large t and m < 1, tm-lapproaches 0, and the slope of the

constant strain contours aproaches -1. Also, at the larger

strains relatively little separation exists between the contours.

These two features are also predicted by the secondary creep

model. However, the actual locations of the contours are dif-

ferent for the two models.

Actual creep data on frozen Manchester Fine Sand are plot-

ted together with the strain contours from the Singh-Mitchell

model in Figure B.1.4. Most of the data fall within the con-

tours predicted by the model for m=0.6. However, at the high-

er strain rates, the strains indicated by the model are slight-
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ly higher than the actual. This trend may be quantified by com-

bining the equation for a li'ear logem - log tm correlation,

= B tmY (B.1.10)

with equation (B.I.8):

C = (_) (B.1./l)
1-r B

where B is in units consistent with t = 1 sec.1

For 40% Si 55% Dr MFS,
-4 -1.21

4.20xl t , t in min,m m
or 00583 -1.21

or =0.0583 t , t in sec. (B.1.12)
m m

Then for m = 0.6,
0.170

= 4.3 (B.1.13)m 4.23

This is plotted in Figure B.1.5 together with the actual data

for 40% Si 55% Dr MFS.

While the fit is fairly good for the lower strain rates,

the overestimation of c for m > 10- 5 /sec is again evident.

This overestimation is probably due to two factors. Firstly,

the log m-log t data are not really linear for the higher

strain rates, but certainly exhibit curvature. Consequently,
the intersection of the fitted log £ - log t correlation with

the Singh-Mitchell model results in a higher predicted c . Them

second reason is related to a change in the value of m with

varying , . Since the Singh-Mitchell model is only an approx-

imation of the actual creep curve, an average slope m is used,

as shown in Figure B.1.6. For the MFS tests, m = 0.6 was used in

preparing Figure B.1.4. However, at the higher strain rates,

the average value of m decreases. The use of a high m value in
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this strain rate range also results in a higher predicted cm.

-4If an m of 0.45 were used, consistent with an t= 10 ,then a

more realistic prediction of C M results, as illustrated in

Figure B.l.5.

loFrom this presentation, it can be seen that the linear log m

lo m correlation for the creep of engineering materials is

due primarily to the existence of an approximately constant

stran atthe minimum strain rate, and the relative insensitiv-

ity of the log M log tm correlation to small deviations from

this constant cm. For materials with relatively large C

this insensitivity to small deviations is increased. Deviations

from linearity at the higher strain rates and trends in the

strain with varying strain rate may be explained by using simple

creep models, such as the secondary creep and Singh-Mitchell

models.
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Sym. Material Reference Testing e m =Bm 2

-.-- 20%S4MFS Martin et Unia.al- 2.E-4 -1.2 .99
.... 40%STFfS al(1981} 4.2E-4 -1.2 .99
----- IOOS1'-S a' 8.lE-4 -1.2 .99

Ice Kuo(1972) Uniaxial 5.6E-5 -0.8 .99
Ice Jacka, in Uniaxial 6.5E-5 -1.0 1.0

_2neyUnfrozen 6 nFan 1a CIUC 1.3E-4 -0.9 1.0

siClay .71.l cK 0 UC 1.5E-5 -0.8 .99
lO-4 -0S~ \

m CIUC Clay J ,.
(-1 )

10 - 5 "Ice, 
i(" )

CKo0UC Clay

1076

Ic"

107

10- 100 10 tm (min) 102 103

FIGURE B.1.1 Summary of m -t correlations for various materials
m3m
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107 1

-s t (+ C)

10- 5

10- 6

7
10Q

1010 10 time (mi) 10 10

FIGURE B.1.2 Lines of constant strain based on secondary creer) model
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10-

lines of constant strain based on
Singh-Mitchell (1968) creep model
with t,= 1 s, m 0.6

C=% t - t in s
1-in

-107

0-65

10- slope -
for large t

10-8 
I

10 o 10 1 time (min) 10 2 1

F'IGURE B.1.3 Lines of constant strain based on Sinqhi-Mitchell

(1968) creep model
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8%1

strain contours fromi Singh-Mitchell creep
miodel using t,= 1 s, mu 0.6

0-4

m (S -

m3
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FIGURE B.1.4 Mininfum creep data for 40% S.1 55% D rMFS with constant
strain contours from Singh-Mitchell creep model
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FIGURE B.1.6 Use of the Singh-Mitchell creep model for fitting
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APPENDIX B.2 Details of m Prediction for Manchester Fine Sand

A variety of methods were used for fitting and predicting

the minimum strain rate, m for the undrained creep of frozen

MFS. These methods may be categorized into two groups, one

which is loosely based on Rate Process Theory (RPT) and uses

data only from single stage creep tests, and another which

uses stress ratios based on the ultimate strengths determined

in Appendix A.5.

As presented in Section 2.2.5, RPT states that:

AF fX
Em = 2XkT exp(- ) sinh( - ) (B.2.1)h

where for sufficiently large stresses,

E
m XkT exp( - W ) (B.2.2)

where E = AF - - apparent activation energy

T = temperature (OK)

f = measure of applied shear stress = a/2S

N = Avogadro's number (6.02xiO23)

R = Universal Gas constant (8.30 joule/K-mole)

S = number of flow units per unit area

k = Boltzmann's constant (1.38xl0- 23 j/°K)

h = Planck's constant ( 6.624 xlO -34 j-s)

F = free energy of activation

A = displacement of flow unit

X = some "structure factor", supposedly independent of T

and shear stress

From temperature stage creep tests at different stresses, the

apparent activation energy may be obtained, yielding:
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AF = E + 0 (B.2.3)

where a,= applied deviator stress.

From stress stage creep tests, the stress dependence may be

assessed:

= = oE (B.2.4)
a 1

where t R (B.2.5)

By assuming the "structure factor" X is constant at the

minimum strain rate, then AF, a and a can also be obtained

from constant stress or load creep tepts at different stresses

and temperatures. By plotting log Em/T against I/T as in Figure

B.2.1 for 40% Si 55% Dr MFS, the values of E can be obtained at

each level of stress. The free energy of activation, AF, can

be evaluated by extrapolating the value of E to 0i= 0. Using

the appropriate value of E, and assuming X is a constant at the

minimum strain rate, then equation B.2.2 should predict the

temperature and stress dependence of the minimium strain rate.

However, if a value of X is determined for a given test

condition, equation B.2.2 still does not adequately "predict"

the m for other stresses and temperatures. Martin et al. (1981)

concluded that the value of X must vary by several orders of

magnitude in order to adequately fit the MFS creep data. Since

RPT is supposed to predict the variation of the Em with stressm

and temperature, it is clear that it is inadequate for fitting

the t- data for frozen sand.m

In their work, Martin et al. expressed the shear stress
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level in dimensional form. For unfrozen soils, a stress ratio,

rather than the absolute magnitude, is commonly used. When the

stress level in frozen soils was expressed in terms of a ratio

of stress using the ultimate strength, no improvement resulted.

Consequently, regardless of whether the stress level is expressed

in terms of dimensional or dimensionless quantities, RPT as

expressed in equation (B.2.2) is clearly inadequate for fit-

ting the % data for frozen sand.

Instead, a method based loosely on the Rate Process Theory

was then developed for fitting the minimum strain rate data.

A constant value of the experimental activation energy was used

for all of the data at a given degree of ice saturation and

relative density, such as illustrated in Figure B.2.2 for the

40% Si, 55% Dr MFS data. At a given temperature, the fitted

m /T was evaluated for each level of stress. Figures B.2.3

and B.2.4 present these data, together with the accompanying

least squares exponential and power fits. These equations are

bf the form:
E

m = AIT exp(Yal ) exp ( - ) (B.2.6)

n E
and = A2 T oI  exp( - ) (B.2.7)

where the values of A1 and A 2 were obtained from fitting the

observed data at a given stress and temperature. This proce-

dure yields the following parameters for all of the 40% Si 55%

Dr MFS data:

= l.4x1038  29781
m 1.47xi T exp(2.0301 ) exp(- T (B.2.8)

and m = 2.03x1035 T 10.4 exp(- 29781 (B.2.9)

1  e T
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By comparing the logarithm of the actual minimum strain rate

with the fitted Lm? a measure of the reliability of the two

equations was obtained. The resulting frequency histograms

are plotted in Figure B.2.5, and indicate that both methods

yielded reasonably centered fits with approximately 95% of the

data within ± 4X the actual m "

Similar fitting carried out on 100% Si 55% Dr MFS also

yielded fairly well centered fits with 95% of the data within

I 2X for the power fit compared with + 4X for the exponential fit

(see Figure B.2.6). Consequently, the power fit for stress was

used for all subsequent analyses. Note that the form of the

power fit is similar to that used by a variety of workers in

ice, notably Glen (1955), Weertman (1973), Langdon (1973),

Gold (1973) and Homer and Glen (1978).

A similar procedure was performed on the rather limited 20%

Si 55% Dr MFS data. The resulting coefficients for this fit,

together with the coefficients from the fits at other levels

of ice saturation are summarized in Table B.2.1 along with the

pertinent data on the quality of each fit.

Using an average value of n and E/R, new "A" parameters

were computed by fitting the actual data for a given stress and

temperature, as tabulated in Table B.2.2. Then, a three-para-

meter exponential equation was used to fit the variation of A

with respect to the degree of ice saturation:

28 12.4 10.0
m= 1.54 xlO exp 1254) T exp(- 30000) (P.2.10)

Note that iteration was required to obtain the three parameters

358



in the degree of saturation term.

To account for the variation of M with relative density,

the rather limited data from Figures A.5.7 and A.5.8 were used.

Noting the similarity in the change in log strain rate with

relative density in the medium to dense range for both the 40

and 100% saturated samples ( >60% Dr) , a single exponential

term was introduced into equation (B.2.10). The resulting

equation which fitted the MFS data at all degrees of ice sat-

uration, relative density, stress level and temperature, is:

i = A exp( YDr) exp(5. )T ay~ exp(- E (B.2.11)

for Dr > 60%, where A = 1.85 xi0 31

Y = -12.4

= 12.54

= 0.30

E 300 0KR - 300 (K

n = 10.0

Figure B..2.7 plots the resulting comparison of the fitted

and actual minimum strain rates. Again, equation (B.2.11)

yielded a reasonably centered fit with 95% of the data within

*~5X of the mean predicted strain rate, which is +4X and -6X

the actual. While the fit is not too bad, there is not suffic-

ient data at varying Dr to thoroughly test the validity of

equation (B.2.11) with respect to this parameter. Note that

use of equation (B.2.11) assumes the separability of the indiv-

idual parameters, Dr, Si, T and o.

The fits presented thusfar were made using the entire data
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sets available. In order to see whether an equation of the

form given by equation (B.2.11) is useful as a predictor of

minimum strain rate, an arbitrary set of data were taken from

the overall data set to determine the values of the parameters

in the equation. These tests were selected to provide a large

range of stress as well as temperature, with several tests run

at the same stress level at different temperatures in order to

obtain values of the apparent activation energy. Using the

test data tabulated in Table B.2.3, these parameters were det-

ermined, as shown in Figures B.2.8 through B.2.11. The resul-

ting equation based on 25 tests is:

3.3 8.28 9.94 - 31189
= 8.3x10 exp(-10.5Dr) exp( 2 Ta exp(-T (B.2.12)Si+0.15T

The histogram of the reliability of the fit is plotted in

Figure B.2.12 and indicates that this fit, based on about one-

third of the total data base, is as reliable as the fit using

all of the data.

The fis have thusfar assumed a constant value of the ex-

perimental activation energy. From Martin et al.(1981) and

Appendix A.5, it is observed that E is a function of the stress

level, as well as the degree of ice saturation. Since the ef-

fect on the predicted creep rate due to a variation in E with

stress is small compared to the effect of the stress alone,

the assumption of a constant E is probably not too bad. Some

work was done to examine the effect of the variation of the

average E for different Si. By fitting the E/R - Si relation

with a straight line, then computing the resulting degree of
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saturation coefficients and new "A" coefficients, the following

equation was obtained for 55% Dr data:
.1 5  206 10.0 35227 + 9908S4) (S2 13)

tm = 3"5xl01exP(Si+.1JT c exp(-- T

The resulting fit, however, is not significantly better than

for the fit assuming a constant E, with a reasonably centered

mean and 95% of the data within ±4X on the actual m " Conse-

quently, the slight improvement in reliability gained with a

variable E over the constant E fit is probably not worth the

extra effort required.

Attempts were also made at using temperature stage and

stress stage data for assessing the temperature and stress dep-

endence of the minimum strain rate. However, the stage tests

tended to uniformly and significantly underestimate both the

temperature and stress dependence of the m. Consequently,

the data from the stage tests were not used in further attempts

at fitting the minimum strain rate.

The second "method" for predicting the minimum strain rate

uses stress ratios based on the ultimate strengths determined

in Appendix A.5. As already mentioned, the use of stress rat-

ios in conjunction with the RPT proved to be nonproductive.

Here, a more empirical and simpler approach was developed to

fit the creep data:

tm A(----°a (B.2.14)
mult

where Gult = c( 0) as determined in Appendix A.5,

o = 10.1 + 1.5 6 (MPa) for 100% Siult

Gult = 2.38 + 0.46 0 (MPa) for 40% Si
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based on 0.02 /s at the "ductile-brittle" transition.

The temperature dependence of the creep rate was assumed to be

accounted for by the variation in the ultimate strength with

temperature.

The resulting linear least squares fits for 40% and 100% Si

55% Dr MFS creep data are shown in Figure B.2.13, with the res-

ulting histograms of comparisons shown in Figure B.2.14. Not-

ice that these fits have slightly smaller standard deviations

than the corresponding fits using the first method, based

loosely on RPT. Also, since these are least squares fits,

they are centered exactly about the actual £m

By combining the equations for the 40% and 100% Si fits

with a common n and an exponential term to account for the Si,

the following equation results:

m= 3.bxlO-4 exp(6.10Si) (,uat9.74 (B.2.15)

where ault way be expressed as:

ault = -2.767 + 12.867Si - 0.233 0 + 1.733 0 Si(MPa) (B.2.16)

Since data are available from only two different levels of sat-

uration, equation (B.1.16) is exact for our data.

The quality of this fit is shown in Figure B.2.15, and in-

dicates a well-centered fit with 95% of the data within + 2.5X

of the actual. While this is much better than the fit shown

in Figure B.2.7 using the modified RPT method, note that this

fit uses only data from one relative density and two Si. Re-

gardless of that fact, however, it can be seen that this method,

using stress ratios, is slightly better than the previous fit-
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ting method, and certainly seems to be able to adequately ac-

count for the temperature and stress dependence.

As with the first method, this second method was checked to

determine whether it could be effective as a predictive tool.

By using the same eighteen 40 and 100% Si 55% Dr MFS tests from

Table B.2 as before, and with the ultimate strengths determined

from a series of unconfined strength tests as in Appendix A.5,

the following equation was determined:

t = 2.4x10-4 exp(6.74Si) (__a) )10.0 (B.2.17)
ult

where ault is as in equation B.2.16.

Figure B.2.16 shows the results of the use of this equation

as a fitting and predictive equation. As can be seen in this

Figure, this equation based on about one-third of the entire

data base yields predictions which are just as good as when all

of the data are used and fitted.
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test no. D r S(%) (MPa) T(C) act(s -  m
m

8-22 56 38.8 3.91 -11.13 4.36xi0- 6  2.18

8-26 55 39.6 3.92 -14.92 7.0 xlO 1.88

9-35 56 38.8 4.78 -11.69 2.26xi0 - 5  3.20-6
9-40 57 38.8 4.78 -18.57 1.07x10 2.60

9-34 55 39.6 4.78 -20.69 3.52x10 "7  2.55

8-54 55 40.0 5.34 -18.55 3.89xi0 - 6  2.88-5
8-69 56 38.8 6.50 -20.68 1.0 xl0 2.93

8-48 61 39.2 6.51 -16.52 5.62xi0 - 5  2.90

S8-28 58 100 7.87 -14.88 1.29xi0 - 7  4.33

S8-58 59 100 9.06 -15.27 4.10xlO -7  4.61

S8-59 56 100 9.08 -12.31 2.81xi0 -6  3.88-7
S9-1 56 100 10.57 -18.50 6.87xi0 4.3-6
S9-53 63 100 10.61 -16.12 3.08xi0 6.6

-8
S9-137 55 100 10.62 -27.40 2.10x10 2.9-5 '

S8-68 53 100 14.07 -18.35 1.84xi0 6.37

S8-80 55 100 10.63 -11.48 1.12xlO- 5  5.5-5

S8-79 54 100 16.69 -18.37 3.98xi0 5.0

S9-135 58 100 16.81 -23.63 1.05x10 - 5  3.73

9-05-2 57 18.4 2.17 -20.09 6.34xi0 - 7  2.52

9-05-1 58 18.8 2.17 -18.78 1.27xi0 -6  1.90

9-05-5 54 19.6 3.15 -18.56 4.92xi0 - 5  1.98

9-05-3 54 19.6 3.15 -20.42 1.64xi0 2.51

8-05-1 56 19.6 4.35 -19.02 2. xlO 2.50
-7

8-05-3 57 20.0 1.38 -19.09 1.63xi0 1.29
-7

80-80-1 79 43 4.82 -18.97 1.07x10 1.65

TABLE B.2.3

Summary of tests used for determining model parameters for predictions
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FIGURE B.2.1 Fit of constant load single stage creep test data for
40% S. 55% D MFS with variable apparent activation energy E fits
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FIGURE B.2.2 Fit of constant load single stage creep test data for

40% S. 55% D MFS with constant apparent activation energy C
r
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FIGURE B.2.3 Use of exponential function to describe stress dependence
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FIGURE B.2.4 Use of power function to describe stress dependence
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data for 40% S.i 55' Dr HFS with constant apparent activation enerqy
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APPENDIX B.3 Details of Prediction of t for Manchester Fine
m

Sand

Two basic methods were used to predict the time to min-

imum strain rate for constant load creep tests on MFS. The

first method uses the linear log im- log tm correlation which

has been observed to be quite common in engineering materials,

in conjunction with the predictive methods presented in Appendix

B.2 for the minimum strain rate. The second method in effect

replaces the m - tm correlation with a em - log m correlation and

a creep model.

The linear relation between the log mand log tm has been

mentioned in previous Sections and in Appendix B.l. For 20, 40

and 100 % saturated MFS, the coefficients for this correlation

are found in Table A.5.9, for tests at various temperatures and

stresses. By taking this correlation in conjunction with a

predictive method for m the tm  may be estimated.

This was done for 40% Si 55% Dr MFS using the constant E

modified RPT method and the stress-ratio based fits. For this

material,

-4 -1.21
= 4.20x10 t 1  (B.3.1)

from Table A.5.9. From Appendix B.2,

= 2.03x10 35 T c 0. 29781 (B.3.2)

Combining the two equations leads to:

tm  = 7.89x10 - 3 3 T- 0.3-8.6 exp( 24714 (B.3.3)
I T

where T is in 0 K, a1 is in MPa, t is in minutes and M is in /s.

The quality of the fit is shown in Figure B.3.1(a), and indic-
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ates that 95% of the data fitted are within ±3.3X the actual tm -

Alternatively, using the "stress ratio method" for Em pred-

iction:

= 3.46xi0-3  9.53 (B.3.4)
a ult

Combining with (B.3.1) leads to:
-7.91

= 0.174( -) (B.3.5)
ult

whereO(ultis the ultimate strength as computed in Appendices A.5

and B.2. The results of this fit are shown in Figure B.3.1(b),

and indicate that the fit is very well-centered, with 95% of the

fitted tm within *2.5X of the actual tm Both equations

(B.3.3) and (B.3.5) yield fairly good results, with the method

based on stress ratios yielding marginally less scatter in the

fit.

The second method is based primarily on the premise that

the linearity of the log m-log tm  correlation is due to the

fact that the strain at the minimum strain rate is approximately

constant, and that the linear correlation is relatively insen-

sitive to small deviations from constant em " This premise was

thoroughly examined in Appendix B.1. By using an estimate of

the c and the Singh-Mitchell (1968) three-parameter primarym

creep model, an alternate relation between m and tm can be

obtained. This has been done for 40% Si 55% Dr MFS creep data.

By correlating the strain at minimum strain rate to the minimum

creep rate, the following results:

tnim = -20.77 + 319 cm ' r2  0.66 (B.3.6)

which is plotted in Figure B.3.2. In spite of the tremendous
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scatter, a definite trend exists. From the Singh-Mitchell

three-parameter creep model, as derived in Appendix B.1,

Cm t ti ) (B.3.7)

where tmis in seconds, 1miS in /sec, and m =-3£n( &)/akn(t).

For t < 5 min and m = 0.6, less than 10% error is incurredm

by writing:

m in m

=> tm  = (l-m)sm = (1-m)(£nL, + 20.77) (B.3.8)
E: 319t m

where m is an average value during primary creep, approximately

0.6 for 40% Si 55% Dr MFS.

When equation (B.3.8) is used in conjunction with a pre-

diction method, such as equation (B.3.2) or (B.3.4), then tm

can be predicted. This has been carried out for the 40% Si 55%

Dr MFS, the results being plotted in Figure B.3.3 for two

m prediction methods. Again, this Figure indicates that

95 % of the data may be fitted within about ±3X the actual

tm , as for the log tm- log tm correlation.

Since the Singh-Mitchell equation is only an approximation

of the actual creep behavior up to and including the secondary

creep rate, an average m value is necessary. Its value obvious-

ly affects the tm predicted. For example, if a value of m equal

to 0.7 based on the initial stages of primary creep is used in-

stead of a more average value of 0.6, the prediction of tm is

about 30% too low. What really needs to be used is a different

creep model which accounts for secondary creep.
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The use of the log Cm log tm correlation as a predictive

tool was examined using the same portion of the dataset as be-

fore for 40% Si 55% Dr. MFS. Using only the results from eight

constant load creep tests and numerous strength tests, the RPT-

based and stress ratio-based predictors for tm and the log m

log tm correlation were determined. These methods were then

used to predict the time to minimum strain rate, tm , the re-

sults of which are plotted in Figure B.3.4. As can be seen,

both yield predictions of tm which have 95% of the predicted

tm within +3.7X the actual tm
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APPENDX B.4 Details on the Proposed Creep Models

This Appendix develops new creep models capable of repres-

enting the deformation-time behavior of frozen MFS through

all three stages of creep. In order to find a unifying shape

for all of the creep curves, the log £ - log t plots for the

40% ice saturated MFS were normalized to tmand tm , as demon-

strated in Figure B.4.1. From such a plot, it was noted that

the deviation A of the creep curve from a "linear" primary

creep relationship such as the Singh-Mitchell (1968) model

could be expressed quite well as (see Figure B.4.2):
n
t , where n = 0.88 for 40% Si MFS (B.4.1)

Combining this with the form of the Singh-Mitchell model,

the complete creep curve may be described by:

tn = in A - m £n t + tn

or = A t e (B.4.2)

where A, m, 5, n are experimentally determined parameters.

For 40% Si MFS, n = 0.88 and m is between about 0.6 and 0.9.

Simplifying for n = 1,

e=At e (B.4.3)

This simplified form of the creep model was independently

developed for ice by Assur (1979). For simplicity, this model

(equation B.4.3) is referred to as the "Assur-Ting" model here-

in. Note, however, that all of the proposed integrations and

techniques for parameter determination were developed solely

by the author.

Integrating for strains,
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f ~ d t + 0  AJf t m e at t+
t0 t0

Using integration by parts,

+ .. .. 1- - Af e- .tt.(..) dt

t
0

where m 1,2,3 ....

> 
2

Se e L - ( - 3 ) ( +

>sn iE gr: at by par,1 0)(
3 t

wh) .1.......1
A (1l- mr - ) e tl (4-r) t I0to

> E e: 0 +  l- l l )) (B.4.4)
0

at -2 ii+1 
-i

where 1 At +=(t) () t1-r (1-m) (2-rn) (i-m) (2-m) (--) (3-
H( - (k-rn)

i+1 i-iZ (-1) (t)
S±

_-l I (k-rn)
k 1

Since ml, >O, t>O, the value of each term of the series is

positive, and hence the series is alternating.

The following presents a simple procedure developed to

determine the parameters necessary for modelling an actual test.

Using to = 1 min,

0o A to e at OA=l A (/m) (B.4.5)

At the minimum strain rate,

mr = A t m-le tm[ -m + at I 0
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=> m= Bt m  (B.4.6)

Knowing the initial slope mo of the logS - log t creep curve at

time to,
mn at m -m'o Dknt tom__ Pt to0

=> m = mo  + 8 for to = 1 (B.4.7)

Combining equations (B.4.6) and (B.4.7),

m
= (B.4.8)m

Then, by using equations (B.4.5), (B.4.7) and (B.4.8), the

parameters of the proposed creep model can be easily determined

from mO , o, at to and from tm . Figure B.4.2 illustrates this

procedure. The entire strain - time creep curve can be deter-

mined after knowing the strain coat to and by evaluating the

series S at each time. For typical creep tests carried well

into tertiary creep, between 2 and 20 terms of the series are

required for three-digit accuracy of the series, with the larger

number of terms required at the larger times. For times during

the primary stage, only 4 or 5 terms were required; however,

about ten terms were used at the minimum strain rate.

Application of the above techniques to all of the 40% Si MFS

constant load creep data yielded the results summarized in Table

Table B.4.1. The actual and fitted log £ - log t curv7es for

a family of creep tests at one stress and various temepratures

are plotted in Figure B.4.3. Figure B.4.4 plots the resulting

integrated strain-time curve together with the actual data.

Note that when the proposed creep model is individually

fitted to each test, excellent agreement exists for both the
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log r - log t curve and integrated E - time curves, except dur-

ing the latter stages of tertiary creep. This occurs primar-

ily due to the simplified assumption of n = 1 shown in Figure

B.4.2. Also, the curves plotted in Figure B.4.3 are not least

squares fits of the log - log t data, since the model parame-

ters were determined from a very simple method using information

at only two points, to and tm -

Figure B.4.5 compares the fits provided by the "Assur-Ting"

and Singh-Mitchell (1968) models. The Singh-Mitchell model

does a good job of fitting the data for the first 100 minutes

of the test, but is clearly inadequate at larger times after

the log - log t curve deviates from "linear" behavior.

The Assur-Ting model was also extended to act as a unifying

relationship for fitting and predicting the creep behavior of

partially saturated MFS at varying stresses and temperatures.

Extensive use was made of the stress ratio, a/Gult, in quanti-

fying the stress and temperature dependence of the creep. Bas-

ed on the results from Appendix B.2 and B.3 on the prediction

of tm and tmusing stress ratios and strength tests compared

with Gland T and creep data using the modified RPT equation,

it is expected that the either method for describing stress and

temperature should yield fits and predictions similar in qual-

ity. However, due to increased ease in fitting and plotting

the data with only one test parameter, stress ratios are used

exclusively in this Appendix.

Using all 40 constant load creep tests at 40% Si to deter-
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mine the model parametrs, the following correlations resulted:
2.77 2

o = 0.018(a ) (/m) r = 0.86

MO  = 0.78 10.09 (1 1 std. dev.)
a 2

E0 = -0.0065 +0.0297(F-) r = 0.63 (B.4.9)a - 7 . ~t2ulttm  =o.170( 7.9m) r 2 0.91

Data from eight tests were also used to predict the behavior

of the other 32 constant load creep tests. Based on the exper-

ience with the prediction of m and tm , use of more test

data for determining the model parameters should affect the

overall predictions only marginally. The data from these eight

tests (the same ones used for prediction in Appendices B.2 and

B.3) yielded the following correlations:

0 = 0.019( Ua- 2./m) r 0.80ult

MO  = 0.775 ± 0.068 ( ± 1 std. dev.) (B.4.10)

6o  = -0.0130 + 0.0426(---- r = 0.88

tm = 0 i18(y Ut8"78 from correlating m- tm and t- /C" ult ult"

Note that these correlations are very similar to (B.4.9) using

all of the data. Combining equations (B.4.10),

~ (_t)a 8.786 .657 (UU _

m = 0.775 + 8 (B.4.11)
2.96

A = 0.0194(o/Oult) (/m)
exp(6.57(a/ault) 8.78)

The fitted and predicted parameters and resulting predicted

m and E are summarized and compared in Table B.4.2. The fre-m m

quency histograms of these comparisons are plotted in Figure B.4.6.

These indicate a scatter for the m not too different from Ap-
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pendix B.2, and a fairly good prediction of the c m  To provide

an idea of the typical quality of these fits, three predicted

tests are plotted in Figures B.4.7 and B.4.8. These are indi-

cative of a good fit, a large overestimation, and a large un-

derestimation of the t and the .
m m

For saturated frozen Manchester Fine Sand, the logt - log t

creep curves typically do not exhibit continuous upward concav-

ity, as seen in Figures A.6.4 and A.6.5. Instead, a change in

slope of the log - log t curve exists during primary creep.

This change in slope o:curs at about 1.2 % axial strain, and

is possibly indicative of a change in the mechanisms controlling

deformation behavior. Below this strain level, the creep is

possibly more a function of pore ice deformation (hence the

lower m value), while at the higher strains the frictional

strength of the sand structure is more fully mobilized, result-

in a steeper log t- log t creep curve. The details of the ac-

tual strain at the slope change for each test are found in

Table B.4.3, together with other pertinent test information.

In order to model these data, a modified creep model con-

sisting of a combination of the Singh-Mitchell and Assur-Ting

creep models is used. As shown in Figure B.4.9, the strain

rate can be represented by:

= A t-mi for t < t < tA (B.4.12)

and E = A2 t-m2e~t for t > tA

Integrating for strain,

S= + -1 -( t1 -m l- 1) for t 1 min, m I 1
0 -m I 9

396



and 1 < t < t A  (B.4.13)

and CE A+ A2 eat tl - m 2  S(t) - A2 e~t A  tAl-m2 S(tA)

where S is defined by equation (B.4.4), and t > tA.

By using to = 1 min,

A, = O

M1 =m10 1  (B.4.14)

= A1  Am

At the break in the curve,t =[(SA-Ep) (-rn)+ ]/1-nl

t = / A1  (B.4.15)

and =A A2 e tA - m2

=> A2  = a (B.4.16)eA

By differentiating (B.4.12 ),
A~e~t-1

A2 e at-m2 a - m2 t 1 (B.4.17)

At the minimum strain rate,

n = 0 and

=> = 9 as before in equation (B.4.6) (B.4.18)tm
At tA , the initial slope mo 2  3nt -- m 2 + tA (B.4.19)

Combining,

8 N (B.4.20)
tm-tA

Using equations (B.4.14), (B.4.16), (B.4.19) and (B.4.20),

all of the parameters of the modified creep model may be deter-

mined. Table B.4.4 presents the results of applying this model

to all of the saturated constant load creep tests on MFS.

The log S- log t and integrated strain - time curves for a

typical test are plotted in Figures B.4.10 and B.4.11. As can

be seen, this modified model does a very effective job of fit-
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ting both the log - log t and e - t data.

This modified model was also extended to act as a unifying

relationship for fitting and predicting the creep behavior of

saturated MFS at varying loads and temperatures. The various

parameters of the modified creep model may be correlated to

the stress ratio as follows, using all 28 creep tests:

o= -0.0047 + 0.0317(a-- -  r2 = 0.79
0Ult

(see Figure B.4.12)

0.126( a )3.86 2 = 0.89
ult utr=08to l = . 9 . 0 - - - ) 2 . 6( . . 1

=0.69 - 1.10 (---) r = 0.36 (B.4.21)

0ult
(see Figure B.4.13)

a -85 2
t = 0.0097( )8.56 (M) r = 0.92

Oult
using direct correlation

= 0.0120 + 0.0031 ( + I std. dev.)

Using the data from only 10 tests yielded the following

parameters:

a 2
: = -0.0065 + 0.03 6 2 (ou % r = 0.720 3.88 ut2t

C= 0.139( a t (/m) r = 0.97

mol = 0.73 - 1.15( a 4 r2 = 0.44 (B.4.22)

mo= 1.06 - 1.37 (--) r = 0.29
o22

= 0.0095( ult (i) r = 0.98

E A = 0.0127 + 0.0038 ( + 1 std. dev.)

Notice that these correlations are very similar to those based

on the entire dataset (B.4.21), as expected.

The results of the fitted and predicted parameters for each
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test are summarized in Table B.4.5, including the predicted

m and em . The frequency histogram of the comparisons between

the actual and predicted tm and Sm are plotted in Figure B.4.14.

Notice that the modified model in this case typically overesti-

mates the minimum strain rate and strain at the minimum strain

rate.
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(=m 0 )(~C0 )(ffom r-M)
test no. mIn A I(/Mn) E A(Um) m 2  A 2 (/mn)

SR-45 0.51 4.93x10- 6.70X10- 3.29xl10 0.766 1.32x10-
3

S8-30 0.44 8.09x10- 2.21x10- 8.29xl10 0.746 1.96x10-
3

SS-28 - ----

S8-46 0.55 1.13x10- 1.74x10- 7.55xl10 0.733 2.06xl10
3

S8-76 0.44 5.47xl10 9.78x10- 2.44x10- 0.782 2.06x10-
3

S8-2 0.55 4.06xl10 2.84x10- 2.04x10- 0.776 1.1SX10 
3

SS-58 0.44 7.64x10- 2.04xl10 7.75x10- 0.686 1.57xlO0
3

SB-59 0.39 1.69x10- 9.24x10- 5.12X10- 0.614 2.33xl10
3

S9-1 0.44 1.07x]0- 3.25x10- 1.49x10- 0.692 2.07x10-
3

S9-31 0.34 4.93x10 -4 l.61x10 - 5.78X104 0.746 1.85X10-
3

S9-45 0.26 5.80xl10 2.60xl10 6.89xl10 0.785 2.90xl10
3

S9-53 0.20 1.77xl10 1.08X10- 5.03x10- 0.830 S.00X10-
3

S9-39 0.31 4.25xl10 1.09X104 2.70x10- 0.837 3.39x10
3

S9-137 0.53 I.OlXlO- 1.34xl10 7.36xlO0 0.736 9.84x10-
4

S9-42 o.24 1.73x10' 
3  1.19X10 -3 3.13x10 - 0.705 3.54xl10

3

SR-80 0.35 3.19X10 1.76x10- 1.09x10- 0.560 4.31xl10
4

S9-64 0.19 2. 3 3xl 1 I.H7xl10- 5.52xl0 -3 0.608 3.73xl10
3

S9-126 0.29 9.98x10- 4.81xl10 2.15xl10 0.608 1.75xl10
3

S8-68 - ----

S9-102 0.23 1.73xi0 1.12xl0 5,11X1O 0.383 2.22x10

S9-41 - - ---

S9-10 - - ---

-3 3 -2 -3

S9-114 0.17 4.40x10 3.49x10 2.30xlO 0.690 8.16X10

S9-134 0.29 9.O8xlO -4 3.94xl10- 3.46X10- 0.572 1.92xB)-

S9-138 - -

SS-79 - - ----

S9-135 - - -- -

S9-136 - - --

TABLE B.4.4

Summary of modified mojdel parameters for saturated MP'S

403



W - -m

0000000000004004004 U' 'a 'a

04

54 $WN 04."0U000 0 U'ONNIVI'aNU'aU'

00U0oOOO 0oO 00eO 00oooo ocoooov

14 N ovUN.i4 -. V

eoooo0000000000o0ooo 0ooooooo

vv -- -- 0,m

1.1

N * N U' >4 N 444 Nor' 00-1 O' W n 4 a-;

- - - - - -- - -'.i440 (I. 0' 44 N ' N a440 ' 4
N XN N NN 0 N xO x 40x444XX4X X4X4XX X X X 40 X 4 x xx 41 41

'o.. . . . . .. ID0
1 1O OOOO0 0 OO ~ o e o o o o 4 c c

Co.a'4 44I N'' N V'4.NV.4.4N NN N1-

ii l i I gil gig, g ri l,, j~ g g i 0

0 w w l a0J

~ ~404



+2

est 9-3440% Si 55% D rMFS

9-40 CY 4.78 MPa

9-39

+1 9-36

log
l m -35

m

0 L

-2 -l1og 1 0 (t/t0

FIGURE B.4.1 Typical normalized creep curves for 40% S. 55% D rMFS
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FIGURE B.4.2 Proposed determination of parameters for Assur-Ting model
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9-35 -113.7 0.951 0.0905 4.llxlO 3
9-36 -14.0 0.776 0.0263 2.86xI0 - 3

4 9-39 -16.2 0.826 0.0109 2.50x10 3

10- 9-40 -18.6 0.805 0.00506 1.82xi0 -

9-34 -20.7 0.850 0.00195 1.59x0 3
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10 51 - 9-36
~i0

-39

10 - 6 
_

1

Io7 . 1, I I
10 0 101 time (min) 102 103

FIGURE B.4.3 Comparison of actual and fitted creep curves for 40% S.
55% D rMFS data at o;- 4.8 MPa from Assur-Ting n)delr40
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